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An automated feature extraction method with application to empirical model development from machining power data
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Abstract

Machining shop floor jobs are rarely optimised for minimisation of the energy consumption, as no clear guidelines exist in operating procedures and high production rates and finishing quality are requirements with higher priorities. However, there has been an increased interest recently in more energy-efficient process designs, due to new regulations and increases in energy charges. Response Surface Methodology (RSM) is a popular procedure using empirical models for optimising the energy consumption in cutting operations, but successful deployment requires good understanding of the methods employed and certain steps are time-consuming. In this work, a novel method that automates the feature extraction when applying RSM is presented. Central to the approach is a continuous Hidden Markov model, where the probability distribution of the observations at each state is represented by a mixture of Gaussian distributions. When applied to a case study, the automated extracted material cutting energies lay within 1.12% of measured values and the spindle acceleration energies within 3.33% of their actual values.

1. Introduction

The industrial sector accounts for more than 36% of the energy consumption of electricity in the European Union [17]. The European Union has set targets for improving energy efficiency by at least 20% before 2020 [18]. Manufacturing is one of the biggest industrial energy consumers and machining processes in particular can greatly benefit from the optimisation of cutting parameters and the tool path, potentially resulting in up to 40% savings of the total energy consumption [34]. As a result, there has been an increasing interest in the development of accurate statistical models that can be used for the estimation and optimisation of Key Energy Indicators (KEI), such as total energy consumption per operation, specific energy consumption, peak power demand and cycle duration, which can contribute to significant energy savings.

Lately, empirical models have been preferred over traditional optimisation techniques that are based on manufacturer recommendations and operator’s knowledge that often do not account for energy consumption [48,12,4]. Theoretical models relying purely on mathematical equations and not on real data cannot easily account for the details and particularities of each machine or machining process, such as calibration adjustments, part wear inside the machine or defects that are difficult to integrate into formulas. On the other hand, empirical models can easily be adapted and applied to different machines without substantial effort and with minimal knowledge of the machine internals.
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A variety of methods for the development of empirical models for CNC cutting operations have been suggested in the literature. Mukherjee and Ray [41] provide an extensive review of classification of modelling and optimisation techniques in metal cutting process problems, which have remained essentially unchanged since the paper was published. Taguchi’s approach [45,47] and the Response Surface Methodology (RSM) [10] are usually the preferred methods due to their simplicity, flexibility, support in statistics packages and high reduction of the number of experimental runs, which nevertheless produce highly accurate results. Whilst the Taguchi method can offer a quick way of optimisation and describes the main factors’ effects in the processes effectively, the RSM can identify the significance of squared terms and interactions between the cutting parameters more precisely [7,2]. Furthermore, the 3D surfaces of the RSM help in communicating the results to the user [44]. For this reason, the focus of this research is on RSM studies using Central Composite Design of experiments (CCD), but the proposed methodology can be used with orthogonal array designs or other types of design of experiments as well.

The RSM comprises mathematical and statistical techniques that aim at building a model that maps changes in a set of independent variables (input variables) to the response (output variables) [39]. RSM has been widely used for optimisation of the machining parameters in CNC processes, with regards to energy consumption minimisation as the primary aim and cutting quality and material removal rate (MRR) maximisation as secondaries. The authors Campatelli et al. [11] evaluate the effect of cutting speed, the axial and radial depth of cut, and the feed rate on the power consumption during the CNC milling process of a carbon steel block. Camposeco-Negrete [12] follows a similar RSM procedure but for a turning process and reports the feed rate and depth of cut as the most significant factors for optimising the energy consumption, while managing to achieve a 14.41% improvement compared to traditional optimisation methods. Bhushan [9] attempts to minimise power consumption while maximising tool life using desirability analysis with the RSM. Abhang and Hameedullah [1] built a predictive model for steel turning using RSM, proved that the second order model is more precise than the first order and concluded that the smaller the values of the studied variables (i.e. cutting speed, feed rate, depth of cut and tool nose radius), the lower the resulting power consumption.

The usual model development procedure for the RSM can be seen in Fig. 1 and consists of 5 steps:

1. Design of Experiments (DoE)
2. Data Collection
3. Data Analysis and Feature Extraction
4. Linear Regression Modelling
5. Process Optimisation

Steps (1), (4) and (5) are well understood and have been computer-aided to provide a quick and reliable solution to the optimisation problem. Both in academia and industry a variety of statistical software packages have been used to facilitate...
this, such as Stat-Ease’s Design Expert® [2] and Minitab [5]. The data collection and feature extraction steps however are still heavily dependent on the user’s skills and experience, which not only adds subjectivity to the accuracy of the measurements, but also are very time-consuming and hence costly. While the data collection precision relies on the monitoring hardware equipment, the feature extraction takes place exclusively at a software level. In an industrial environment where strict requirements exist, users can benefit from the automation of the latter, which can also offer a degree of standardisation, reducing human error.

In this paper a novel approach to automating step (3) is presented so that the extraction of the desired features from the energy data is performed without user intervention. To do so, the energy signature must be split into a number of sequences representing different features. In Section 2 a typical energy profile of a cutting operation is studied and how it can be decomposed in individual segments is detailed. In Section 3 a short introduction to segmentation techniques of time-series data encountered in the literature is presented, with a focus on Hidden Markov models (HMMs), which are the key component within the algorithm presented in this paper. In Section 4 the methods explaining analytically each of the separate steps involved in the analysis are presented. In Section 5 the validation study is presented along with discussion on the results. In Section 6 conclusions and further work are outlined.

2. Energy consumption profile analysis for feature selection

Analysing and understanding the energy consumption profile is crucial for extracting the necessary features and defining the separate components that contribute to energy consumption. In the literature, the relative terms can appear ambiguous depending on the scope of each research. For example, Camposeco-Negrete [12] considers a single energy consumption in her paper, which comprises the required energy for the material removal including all the participating components of the machine tool. However, Campatelli et al. [11] distinguish between two energies when presenting their results: the energy $E$ which only considers the spindle and the axis consumption and the total energy $E_{\text{tot}}$ which includes the total consumption related to the machine.

It is thus apparent that the energy consumption decomposition is not a straightforward process and several approaches are found in literature. Yoon et al. [49], Zhou et al. [52], Edem and Mativenga [16] and Zhao et al. [51] provide comprehensive and up-to-date reviews of different ways that a consumption profile can be split into smaller parts. The principle behind how each division occurs, changes according to the purpose of each study. As a result, the common point of reference may be the relative terms can appear ambiguous generic, by categorising whether the consumption is constant or variable [52]. Depending on the choice, the result can be a vertical split of the energy signal (along the power axis), a horizontal split (along the time axis) or a combination of both.

A summary of the most important recent studies on the breakdown of $E_{\text{tot}}$ can be found in Table 1. In most of these works, the aim is to create a model which predicts the machine’s consumption or to propose an optimisation method in terms of the cutting parameters, similar to that in Fig. 1.

Kordonowy [32] is considered one of the most fundamental studies when attempting to understand and describe power consumption in machining. An important contribution of this work is the separation of the consumption into constant and variable components. It has consolidated the basis for some pioneering work, such as Dahmus and Gutowski [13], which was one of the first to highlight key points such as that the actual cutting energy is relatively small when compared to the total energy $E_{\text{total}}$, consumed by the process. A further subdivision of the constant consumptions into processes associated with the particular machine components is also included in Kordonowy’s [32] work.

In Diaz et al. [15] and Kong et al. [31], the authors make use of and extend further Dahmus and Gutowski’s [13] and Kordonowy’s [32] energy breakdown approach. They separate the run-time energy into steady-state, where the spindle and axis drives speeds do not change, and transient where the acceleration/deceleration operations are represented. $E_{\text{cut}}$ is the energy

<table>
<thead>
<tr>
<th>Author</th>
<th>$E_{\text{tot}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kordonowy [32]</td>
<td>$E_{\text{tot}} = E_{\text{constant}} (\text{Cutting}) + E_{\text{variable}} (\text{Running}) + E_{\text{steady}} (\text{Running})$</td>
</tr>
<tr>
<td>Diaz et al. [15]/Kong et al. [31]</td>
<td>$E_{\text{tot}} = E_{\text{cut}} + E_{\text{transient}} (\text{Run-time}) + E_{\text{steady}} (\text{Run-time}) + E_{\text{cut}}$</td>
</tr>
<tr>
<td>Mori et al. [40]</td>
<td>$E_{\text{tot}} = P_1(T_1 + T_2) + P_2 T_2 + P_3 T_3$</td>
</tr>
<tr>
<td>Avram and Xirouchakis [8]</td>
<td>$E_{\text{tot}} = E_{\text{cut}} + E_{\text{Q}} + E_{\text{run}} + E_{\text{cut}} + E_{\text{Y}} + E_{\text{Y}} + E_{\text{Y}} + E_{\text{Y}}$</td>
</tr>
<tr>
<td>He et al. [24]</td>
<td>$E_{\text{tot}} = E_{\text{cut}} + E_{\text{feed}} + E_{\text{cut}} + E_{\text{cool}} + E_{\text{cut}}$</td>
</tr>
<tr>
<td>Hu et al. [26]</td>
<td>$E_{\text{tot}} = E_{\text{basic}} + E_{\text{transient}} + E_{\text{cut}} + E_{\text{cut}}$</td>
</tr>
<tr>
<td>Yoon et al. [50]</td>
<td>$E_{\text{tot}} = E_{\text{basic}} + E_{\text{transient}} + E_{\text{cut}}$</td>
</tr>
<tr>
<td>Aramcharoen and Mativenga [6]/Edem and Mativenga [16]</td>
<td>$E_{\text{tot}} = \sum_{j=1}^{N} E_{j} + \sum_{j=1}^{N} E_{j} + \sum_{j=1}^{N} E_{j} + \sum_{j=1}^{N} E_{j}$</td>
</tr>
<tr>
<td>Liu et al. [36]</td>
<td>$E_{\text{tot}} = E_{\text{cut}} - E_{\text{cut}} - E_{\text{cut}} - E_{\text{cut}}$</td>
</tr>
<tr>
<td>Li et al. [34]</td>
<td>$E_{\text{tot}} = E_{\text{cut}} + E_{\text{cut}} + E_{\text{cut}} + E_{\text{cut}}$</td>
</tr>
</tbody>
</table>
consumed for the material removal process and $E_{\text{cut}}$ originates from components not directly related to the machining (e.g. computer fans, unloaded motors).

Mori et al. [40] consider three separate power consumptions related to the machine. $P_1$ is the constant power consumption regardless of the operational state, $P_2$ represents the cutting power consumption generated by the spindle and servo motors and depends on the cutting conditions and $P_3$ is the power required to move the worktable and accelerate or decelerate the spindle. Each of these is multiplied by the respective period to estimate the total energy.

As part of their work to develop a methodology and a model for the estimation of the energy requirements to machine a part, Avram and Xiouchakis [8] assume that the total energy required during the operation of a CNC machine can be decomposed into: 1. the spindle acceleration energy $E_{\text{ac}}$, 2. the spindle deceleration energy $E_{\text{dc}}$, 3. the constant-speed energy consumed by the spindle due to mechanical losses, when there is no material removal $E_{\text{run}}$, 4. the energy required to remove a specific amount of material $E_{\text{cut}}$, 5. the consumptions $E_{\text{ayr}}$, $E_{\text{dfr}}$ and $E_{\text{yr}}$, which are caused by acceleration, deceleration and steady-state operation of the feed axis Y (but can be extended to include X axis as well) and 6. the energy $E_{\text{fixed}}$ which accounts for the consumption of the auxiliary components.

Hu et al. [24] try to build a consumption model for each component of the machine, thus following a vertical split. $E_{\text{feed}}$, $E_{\text{tool}}$, $E_{\text{cool}}$ and $E_{\text{ax}}$ are the energy consumptions of axis feed, tool change system, coolant pump, and the fixed energy consumption (i.e. fan motors and servo systems), respectively. $E_{\text{spindle}}$ is the energy consumption related to the spindle, which is then subdivided further into $E_{\text{m}}$, the energy for enabling the spindle transmission module and $E_{\text{r}}$, the material removal energy.

Hu et al. [26] is another example of a study heavily inspired from Kordonowy’s [32] work. The authors attempt to develop an on-line monitoring system to determine energy efficiency of machine tools. They consider the different operating states of the machine to define a horizontal breakdown of the total energy consumption, into the startup state, the idle state and the cutting state. To be in alignment with the published literature, Hu et al.’s [26] description has been translated into an equation as listed in Table 1. Furthermore, they relate the operating energies to the spindle power profile, where the idle state comprises the idle power $P_0$ and the cutting state the cutting power $P_c$ as well as the additional load loss power consumption $P_l$.

Yoon et al. [50] study the energy consumption and manufacturing cost modelling for the micro-drilling of printed circuit boards. The $E_{\text{basic}}$ energy consists of the idle energy, the axis jog energy, the machine starting up consumption and some peripheral devices’ consumption. The rest of the components of the equation relate to the energies consumed by the stage movements, the spindle and the material removal process.

Aramcharoen and Mativenga [6] use an energy decomposition equation which, from a high-level perspective, is almost identical with the one used for the model development in He et al. [24]. However, the developed model is claimed to be more precise by accounting for factors such as the workpiece machinability and multiple tool changes per operation. Edem and Mativenga [16] use the same energy model as those studies, but the modelling of each component is undertaken with higher granularity and complexity, by incorporating the contribution of factors such as the axes’ and workpiece’s weight and the energy intensity of toolpath interpolations in their calculations.

Similarly to Hu et al.’s [26] work, Liu et al. [36] first identify three distinct consumption classes within the machining process, the start-up, the idle (air-cutting) and the material cutting and then attempt to create a prediction model for each one of them.

Li et al. [34] follow a more thorough breakdown of the different energies encountered. There is a horizontal separation, where four processing periods comprise the total energy associated with the machining operation. $E_{\text{ac}}-P$ is the stand-by period consumption, $E_{\text{ac}}-P$ corresponds to the air-cutting period energy draw, $E_{\text{c}}-P$ to the cutting period and $E_{\text{d}}-P$ to the tool-change. Regarding the vertical decomposition, different kinds of energy consumption are stacked to form the four processing periods. In this case, $E_{\text{basic}}$ is the minimum consumption during the standby state, $E_{\text{idle}}$ is the additional energy waste during the air-cutting which together with $E_{\text{basic}}$ forms the $E_{\text{ac}}-P$ (i.e. $E_{\text{ac}}-P = E_{\text{basic}} + E_{\text{idle}}$). $E_{\text{cut}}$ is the cutting energy, $E_{\text{ad}}$ is the additional load loss and $E_{\text{aux}}$ represents the waste occurring from the machining auxiliary system.

In this research, a horizontal decomposition of the power signal is undertaken, in order to extract the energy segments associated with particular operational states. Based upon the previous works, the total consumption of a CNC machine $E_T$ is defined as:

$$E_T = E_{\text{sb}} + E_{\text{su}} + E_{\text{ac}} + E_{\text{c}} + E_{\text{r}} + E_{\text{ft}}$$

where $E_{\text{su}}$ is the energy which corresponds to the spindle acceleration action, $E_{\text{ac}}$ is the energy consumed during the air-cutting period, $E_{\text{c}}$ is the energy during the actual material cutting, $E_{\text{r}}$ is the consumption during any rapid axis feed, $E_{\text{c}}$ is the tool-change consumption and $E_{\text{sb}}$ is the minimum standby consumption when the motor is not spinning and the axis is not moving and is caused by the auxiliary subsystem.

It is important to notice here that $E_{\text{sb}}$ is not always constant but can vary according to which subsystems are activated. For example, when a CNC program is running and the cutting fluid and the lights are activated, $E_{\text{sb}}$ is slightly higher compared with when no program runs. This increased consumption can be observed in Fig. 2 as the consumption between the two machining cycles.

In this research, an attempt has been made to isolate the energies $E_{\text{su}}$ and $E_{\text{c}}$, which are the main variables of interest in most of the optimisation studies. These two energies will be automatically extracted from the experimental design of Section 5, as if they were to be used in an RSM study. The reason that these two energies are of such high interest in literature
is that they can be modelled as a direct function of the cutting parameters, as opposed to the rest of the factors of Eq. (1), which might be more difficult to optimise without significant changes in the machine operation.

Under the assumption that the power consumption in-between two data samples remains constant, each of the previous energies can be calculated as:

$$ E = t_s \sum_{k=1}^{K} P_k $$

where $t_s = \frac{1}{f}$ represents the sampling interval in seconds and $f$ is the sampling frequency, $K$ equals the number of samples in the specific period and $P_k$ is the measured active power consumption at the data point $k$.

3. Feature extraction through time-series segmentation

The sequences of power data points along the time axis mean that the extraction of the required features can be reduced into a segmentation problem, where only segments of interest are retained. Time-series segmentation is a problem that has become significant over the recent years, particularly with the appearance of the Internet of Things and the necessity to process large amounts of data in order to generate knowledge in real-time. In the literature, authors commonly refer to this as the time-series partitioning or the change-point detection problem, but all the algorithms under these names seek the same solution. It is often one of the preprocessing stages of time-series streams which facilitates smart feature extraction, modelling, filtering and sometimes reduction of transmitted data [21,37,25].

Traditional clustering algorithms like k-means or Gaussian Mixture Models (GMM) are not appropriate without modifications for this task, as they do not model the temporal dynamics of the power signal. Keogh et al. [30] reports that typical solutions include the sliding-window algorithm, which is a simple and fast solution that can be applied in real-time, but performs with poor accuracy in many cases or dynamic programming (DP) approaches such as the top-down algorithm, which is a heuristic algorithm and the bottom-up algorithm, which is the complement to the former. Use of more advanced, modified DP algorithms can be found, for example, in hydrometeorological time-series segmentation studies [22,23]. Fu [21] provides a very good review of the most common time-series partitioning techniques.

Hidden Markov model (HMM) based techniques have been used repeatedly for this purpose, due to their suitability to model sequential data [46]. HMMs are not a new concept and variations have been extensively used in areas such as speech recognition applications [42] and genome analysis [33]. For example, in Kehagias [28] and Kehagias and Fortin [29] the authors use HMM-based algorithms to segment environmental data.

A caveat with HMM-based algorithms is that there can exist cases where a HMM may fail to model adequately the temporal persistence of the states, if the signal contains a lot of noise. This is a known limitation of HMMs which sometimes leads to undesired rapid state switching and modifications accounting for this issue have been proposed in literature. One solution that provides improved results is the sticky HDP-HMM, which introduces a state self-transition bias [20]. A different approach is to extend a finite or an HDP-HMM by considering explicit-duration semi-Markov modelling [27]. This solution

---

**Fig. 2.** Typical power consumption signal during consecutive linear end-milling cuts. $E_{sa}$ is energy consumption for the spindle acceleration phase, $E_{ac}$ is the energy consumption during the air-cutting, $E_c$ corresponds to the energy consumption for the material cutting period and $E_r$ is the energy consumption during rapid axis feed operations.
overcomes the geometrically distributed state duration restriction and may prevent errors from appearing when the experi-
ments include more complex operations as part of the machining cycles.

However, because HMM-based segmentation techniques have not been applied to applications concerned with machining
power data before, the simplest form of HMMs will be used in this research, rather than an HDP-HMM or a semi-Markov
model. If one of the aforementioned problems is encountered, one of those more advanced HMM-based algorithm can be
implemented as part of further work.

3.1. A Hidden Markov model with Gaussian Mixture emissions

The generic Hidden Markov Model is a type of a probabilistic graphical model where a system is modelled as a Markov
chain consisting of latent states \( S \) described by a stochastic process. These states can only be observed through another
stochastic process that creates a sequence of observations \( Y \) \[42\]. A visual representation of this can be seen in Fig. 3.

There are many modifications and extensions of an HMM. In its simplest form, a general, homogeneous HMM can be
described by 3 elements: the initial probability distribution \( \pi \), the transition matrix \( A \) and the emission probability dis-
tribution \( B \). The transition matrix incorporates the probabilities that control the transition \( S_t \rightarrow S_{t+1} \), while the emission probabilities describe how the observable variable \( Y \) behaves when the system is in a certain state \( S_k \) at time \( t \).

In the most simple case, the emissions distribution is described by a discrete probability distribution. Therefore, if \( N \) is the
number of latent states, the discrete Hidden Markov model can be fully characterised as:

\[
\begin{align*}
\pi_i &= P(S_1 = S_i), 1 \leq i \leq N \\
a_{ik} &= P(S_{t+1} = S_k | S_t = S_i), 1 \leq i, k \leq N \\
b_k(y) &= P(Y_t | S_t = S_k), 1 \leq k \leq N
\end{align*}
\] (3)

If a continuous probability distribution is used to model the emissions distribution associated with each hidden state, the
HMM can be used to model continuous signals, without having to discretise them first. In a typical scenario, the Gaussian
distribution \( \mathcal{N} \) is commonly preferred, so \( b_k(y) \) can be described as:

\[
b_k(y) = P(Y_t | S_t = S_k) = \mathcal{N}(y; \mu^k, \sigma^2^k) \] (4)

where \( \mu^k \) is the mean and \( \sigma^2^k \) is the variance of the Gaussian distribution associated with state \( S_k \).

In this scenario however, the assumption that the observations of each state follow a normal distribution is made, which
is generally not true. A mixture of Gaussian distributions is a better choice, as it can be used to approximate any other finite
and continuous probability distribution that might appear in the observation sequence, given enough mixture components,
as proven in Li and Barron \[35\]. In two of the steps of the methodology proposed in Section 4, a variant of the basic HMM is
used, where the power signal observations are treated as a set of Gaussian Mixture models (GMM). This is called a Gaussian
Mixture Hidden Markov model (GMHMM) and has been used repeatedly in different applications such as time-series clas-
sification \[38\], but not for the purpose of partitioning time-series energy data in manufacturing. The emissions of a GMHMM
can then be described in the following form:

\[
b_k(y) = P(Y_t | S_t = S_k) = \sum_{m=1}^{M} c_{km} \mathcal{N}(y; \mu^{km}, \sigma^{2km}) \] (5)

where \( c_{km} \) are the mixture weights, \( \mu^{km} \) is the mean and \( \sigma^{2km} \) is the variance for the \( m \)th mixture component in state \( S_k \). The main limitation of a GMHMM is the fine-tuning of the hyper-parameters, such as the number of hidden states \( N \) and the
number of mixture components \( M \), although there are solutions that enable the best-fit model to be selected automatically.

---

**Fig. 3.** The basic Hidden Markov model structure. \( S_t \) is the latent state at time \( t \) and \( Y_t \) is the observation dependent on \( S_t \) at time \( t \). (Figure generated from Rabiner \[42\].)
such as the Bayesian Information Criterion (BIC) [43]. However, in this research the energy signal shape is known a priori, so these hyper-parameters will be selected manually and need not be automatically adjusted.

The standard algorithm to train any HMM from either single or multiple observations sequences is the Baum–Welch algorithm, which is based on the Expectation–Maximisation algorithm [14]. The general HMM Baum-Welch model parameter update step can be adjusted as per [42] to account for the Gaussian mixtures modification of the emission probability density function.

By knowing the model parameters, the Viterbi algorithm [19] can be applied to find the single most probable path of hidden states, considering the whole observation signal. In this case, the hidden states represent separate machine states, or a group of machine states, each tied to a certain energy consumption distribution, where the collected data samples are assumed to have been generated from.

4. Proposed method for feature extraction

Fig. 4 outlines the method proposed in this paper, which relies on consecutive splitting and merging of segments to form and extract the desired energy state sequences. The methodology followed to develop this technique is based on the concept that by proper selection of the hyper-parameters, a set of GMHMM training and decoding passes (Section 4.1 and 4.2) can split the signal at the correct points. However, there are also supporting cycles (as seen in Fig. 2) that need to be discarded as they do not contribute to the results. The algorithm to implement this is described in Section 4.2 and its accuracy is enhanced by the user’s input to correct any misidentified cycles in Section 4.3.

4.1. Extraction of cutting energies $E_c$

The extraction of the cutting energies $E_c$ is a straightforward procedure. A GMHMM is trained on the sampled power signal and then the generated model is used to decode the underlying behaviour by applying the Viterbi algorithm, as described in Section 3.1. A prior selection of $N = 3$ hidden states leads to the following clustering of the time-series data-points:

1. The standby states
2. The material cutting states
3. Anything that does not fit into one of the previous categories

Having isolated each material cutting state, $E_c$ can be readily calculated for each machining cycle from Eq. 2.

The reason this approach works well is because of the very different dynamics of each category. The standby and the cutting state data points originate from distributions with small variances. The third state includes mainly rapidly changing signals (such as the spindle acceleration or rapid movements from the feed motors) or signals that do not follow a specific pattern (setup or calibration procedures and other supporting cycles, some of which are run manually by the machine operator; examples can be seen in Fig. 2).

The second hyper-parameter that is required to be set is the number of Gaussian distributions. By trying different numbers of mixture components ($M \in \{8, 16, 32, 64\}$), it was observed that there was no practical effect on the algorithm’s clustering accuracy, as long as $M \geq 8$. No over-segmentation was observed due to over-fitting.

4.2. Filtering out the support cycles

At this point, all the $E_{nu}$ consumptions are included in the third cluster group but cannot be extracted yet, as in addition to those, this category comprises a variety of signals as mentioned, such as air-cutting states, rapid feeds and support cycles. All of these signals need to be filtered out first, as some of them include shapes and frequency components similar to the spindle acceleration operation. However, this is not trivial by working only with the third cluster of data points, as there are no clear criteria to distinguish the spindle acceleration state from all the rest.

To facilitate this task, the process is decomposed into several steps. The active cycles (which are formed by excluding the standby states from the initial power signal) need to be separated into machining cycles and support cycles (see Figs. 2 and 4) and retain only the former. The expected shape of a machining cycle is known in advance, so it will be easier to identify later the spindle acceleration states inside these segments. In addition, since the machining cycle shapes are also almost identical to each other irrespective of the cutting parameters, any support cycles with different shapes can be clustered out of the active cycles.

To separate the active cycles as described, a method of time-series clustering is needed. The agglomerative (or bottom-up) hierarchical clustering combined with the Dynamic Time Warping (DTW) algorithm have been used in the past successfully for clustering of time-series data (see Aghabozorgi et al. [3] for examples). The bottom-up linkage algorithm works as follows: Beginning with the maximum number of clusters (i.e. each segment constitutes a cluster on its own), the algorithm merges at each step the two clusters with the shortest distance apart. This procedure is repeated until the terminating condition is reached, i.e. when only two clusters exist (for this case). At this point, all the active cycle segments have been allocated to one of the two final clusters, either machining or support.
After the first step of this procedure, each cluster comprises multiple time-series segments, so different methods to calculate the cluster proximity for the merging step exist. For example, the mean distance between elements of each cluster or the shortest distance can be used. In this case, single-linkage, complete-linkage, unweighted and weighted average-linkage methods were compared with all yielding similar results on our dataset. Further experimentation is needed to conclude which works best in the general case.

To apply the hierarchical clustering algorithm, the distance between any two time-series segments has to be calculated. The definition of the distance between two temporal sequences can be ambiguous, as opposed to distances between two points. The DTW algorithm was used for the pairwise comparison of the active cycles and the formation of a distance matrix, which can describe their dissimilarity.

The DTW basically follows a dynamic programming approach to perform a non-linear time-stretching operation in order to compare two vectors. This technique can provide much more accurate results than a Manhattan point-to-point distance, mainly when one of the sequences is a time-shifted or time-warped version of the other and allows comparison of series of different lengths. Each pair of machining cycles is expected to have a very small DTW distance, because they originate from the same operation, though their durations and thus sequence lengths can differ.

4.3. The user-revision step

After the clustering algorithm is finished, the user can revise the results by using the GUI of Fig. 9. This step is aimed at correcting any clustering errors that have occurred from the agglomerative clustering algorithm. The dropdown menu with the first button allows for reallocation of segments that have been misidentified and the second button saves the results. An error will be generated if the user chooses to update the results and proceed while there is a mismatch between the identified number of machining cycles and the number expected from the DoE of the RSM.

4.4. Extraction of $E_{su}$ energies

After the machining cycles have been separated from the support cycles, the extraction of the $E_{su}$ energies can proceed. A new GMHMM needs to be trained using all the machining cycle sequences to generate a model that will be able to identify the hidden state representing the spindle up process. The GMHMM hyper-parameters are now set to $N = 2$ and $M = 1$. 

<table>
<thead>
<tr>
<th>Ref. Figure</th>
<th>State Diagram</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 2</td>
<td><img src="https://via.placeholder.com/150" alt="Power Signal" /></td>
<td>Initial time-series dataset</td>
</tr>
<tr>
<td>Figure 6</td>
<td><img src="https://via.placeholder.com/150" alt="Active Cycles" /></td>
<td>Extract the cutting state energies $E_c$ (1st GMHMM)</td>
</tr>
<tr>
<td>Figure 9</td>
<td><img src="https://via.placeholder.com/150" alt="Machining Cycles" /></td>
<td>Create the active cycles by combining two of the previous state groups together</td>
</tr>
<tr>
<td>Figure 10</td>
<td><img src="https://via.placeholder.com/150" alt="Fast-dynamics states" /></td>
<td>Separate the machining cycles from the support cycles (DTW and hierarchical clustering)</td>
</tr>
<tr>
<td>Figure 10</td>
<td><img src="https://via.placeholder.com/150" alt="Spindle Acceleration ($E_{su}$)" /></td>
<td>Extract the spindle acceleration energies $E_{su}$ from the fast-dynamics state</td>
</tr>
</tbody>
</table>

Fig. 4. Proposed method flowchart, indicating state splitting/merging steps. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
i.e. two hidden states are used and only a single Gaussian distribution to model the observations of each state, as the complexity needed is lower than previously. The emission probability distribution is simplified to Eq. (4).

Once the GMHMM has been generated, each machining cycle is decoded separately using the Viterbi algorithm again. The result is two hidden states; the first one tends to describe the fast dynamics of the spindle acceleration, while the second one models slower behaviour, comprising the air-cutting period and the material cutting period. The fast-dynamics state may pick up rapid feeds or other spikes as well, if they exist.

To understand this better, a real example application from a machining case study can be seen in Fig. 10. In most of the cycles, the spindle acceleration can be extracted readily, but some of these include additional noise components and the last sequence includes an additional rapid tool retract state, which needs to be filtered out. At this point, it is known that the spindle acceleration duration will always be longer than any spike or rapid tool movement, so the correct segment can be extracted by detecting the longer subsequence of the fast-dynamics state. $E_{uu}$ energies are then calculated using Eq. (2).

5. Case study validation

5.1. Testing methodology

A Central Composite Design (CCD) of experiments [10] was used to test and validate the proposed feature extraction techniques. The CCD is the most popular DoE method for the RSM. It has been used repeatedly to reduce the number of test runs while still exploring the experiment space at a good level, as for example in [11] where the authors reduce the number of runs from 625 to 31 for a 4-factor design. A set of 20 runs was designed, which can be used to study the effect that cutting speed, feed rate and depth of cut have in the spindle acceleration and the material cutting energy consumptions during a linear end-milling process, using an RSM. The CCD was structured as a circumscribed design with 6 central points, 5 different levels for each factor and $a = 1.682$. The minimum and maximum levels of interest of the optimisation factors are outlined in Table 2. It is worth noting that some of the CCD runs include extreme low and high values outside this range (but still within the region of operability). This is expected in a circumscribed CCD as it helps with better estimation of the curvature. The run order was randomised as seen in Table 3. All the spindle speed and feed rate values were rounded to the closest integer, while the depth of cut values to the nearest second decimal digit.

For the experimental procedure, a three-phase Hurco VM1 CNC machine was used. The machine has a maximum spindle speed of 8000 rpm achieved through an 11 kW motor and a maximum feed rate of 7.62 m/min. All the experiments were conducted on the same day using an 8 mm 4-flute High-Speed Steel (HSS) end mill tool and both sides of an aluminium alloy 6082 T651 block with dimensions 320 mm × 100 mm × 30 mm (Note: a single block of twice the size would not fit into the machine worktable and for this reason, the experiments were carried out in two stages). The machined workpiece can be seen in Fig. 5. The RMS data were captured at a sample rate of $f = 5$ Hz using a National Instruments™ CompactDAQ chassis with the NI-9247 and NI-9242 modules and LabVIEW software.

The CNC G-Code program was written so that there is a 5 s delay between consecutive runs, during which the spindle speed is reduced to zero and the tool stays still. The delay is placed immediately after the end of the material cutting phase, as seen in Fig. 6. This convention helps at the first step of the segmentation procedure by inducing a standby phase between two cuts, so that two machine cycles can be separated from each other.

5.2. Results

The output from training and decoding using the first GMHMM model can be seen in Fig. 6. The standby state is represented by the blue line, the material cutting state is in green and everything else in red, as presented in Fig. 4. It can be seen clearly that the experiments were carried out in two stages.

The cutting energies $E_c$ were automatically calculated from the green segments and compared with the real consumptions, which were calculated manually by an expert. For the manual procedure, the material cutting cycle was considered to begin at the point of the rising edge where the First-Order Finite Central Difference (FOFCD, see: Eq. (6)) of the discrete-time function of the real power consumption $P$ was maximum. An example can be seen in Fig. 8. Similarly, the end of the material cutting cycle was assumed to coincide with the minimisation of the same quantity, along the points of the falling edge of the power signal.

$$\text{FOFCD}(t) = \frac{P(t + h) - P(t - h)}{2h}$$ (6)

| Table 2 |
|----|----|----|
| Studied Factor | Minimum | Maximum |
| Spindle Speed (rpm) | 3000 | 5000 |
| Feed Rate (mm/min) | 300 | 600 |
| Depth of Cut (mm) | 3 | 6 |
where \( h = 1 \) in this case.

The results of the \( E_c \) energies comparison can be seen in Table 4. The Relative Percentage Error (RPE) for each run \( i \) is defined by Eq. (7):

\[
RPE(i) = \frac{E_{true}(i) - E_{extracted}(i)}{E_{true}(i)} \cdot 100\% \tag{7}
\]

The Mean Absolute Percentage Error (MAPE) has been used as an indicator of the average performance of the algorithm on the entire dataset, as defined by Eq. (8):

![Fig. 5. Workpiece at the end of experiments.](image)

![Fig. 6. Energy profile segmentation for the CCD experiment: Extraction of \( E_c \) energies.](image)
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{E_{\text{true}}(i) - E_{\text{extracted}}(i)}{E_{\text{true}}(i)} \right| \cdot 100\%

(8)

where $N = 20$ in this case. A MAPE = 1.12\% was reported during the extraction of the cutting energies $E_c$.

The probability distribution of each GMM can be seen in Fig. 7. The first (blue) distribution is very narrow and describes the standby state. The second (red) distribution is approximated almost entirely by a single Gaussian distribution and is

**Table 4**

Material cutting energies ($E_c$).

<table>
<thead>
<tr>
<th>Run Order</th>
<th>Manually Extracted $E_c$ (Joules)</th>
<th>Automatically Extracted $E_c$ (Joules)</th>
<th>Relative Percentage Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24544.5</td>
<td>24239.3</td>
<td>1.24%</td>
</tr>
<tr>
<td>2</td>
<td>32149</td>
<td>31886.7</td>
<td>0.82%</td>
</tr>
<tr>
<td>3</td>
<td>21690.4</td>
<td>21433.7</td>
<td>1.18%</td>
</tr>
<tr>
<td>4</td>
<td>23692.6</td>
<td>23430.7</td>
<td>1.11%</td>
</tr>
<tr>
<td>5</td>
<td>28305.1</td>
<td>27268.9</td>
<td>3.66%</td>
</tr>
<tr>
<td>6</td>
<td>15209.7</td>
<td>14959.3</td>
<td>1.65%</td>
</tr>
<tr>
<td>7</td>
<td>21443.6</td>
<td>21443.6</td>
<td>0%</td>
</tr>
<tr>
<td>8</td>
<td>14828.3</td>
<td>14828.3</td>
<td>0%</td>
</tr>
<tr>
<td>9</td>
<td>19429.2</td>
<td>19429.2</td>
<td>0%</td>
</tr>
<tr>
<td>10</td>
<td>21762.5</td>
<td>21500.5</td>
<td>1.2%</td>
</tr>
<tr>
<td>11</td>
<td>18830.1</td>
<td>18051.9</td>
<td>4.13%</td>
</tr>
<tr>
<td>12</td>
<td>21610.9</td>
<td>21610.9</td>
<td>0%</td>
</tr>
<tr>
<td>13</td>
<td>21878</td>
<td>21314.7</td>
<td>2.57%</td>
</tr>
<tr>
<td>14</td>
<td>21413.2</td>
<td>21154.9</td>
<td>1.21%</td>
</tr>
<tr>
<td>15</td>
<td>44897.4</td>
<td>44716</td>
<td>0.4%</td>
</tr>
<tr>
<td>16</td>
<td>34852.1</td>
<td>34583.2</td>
<td>0.77%</td>
</tr>
<tr>
<td>17</td>
<td>21896.6</td>
<td>21896.6</td>
<td>0%</td>
</tr>
<tr>
<td>18</td>
<td>16260.5</td>
<td>16007.6</td>
<td>1.61%</td>
</tr>
<tr>
<td>19</td>
<td>17968</td>
<td>17968</td>
<td>0%</td>
</tr>
<tr>
<td>20</td>
<td>29945.4</td>
<td>29679.2</td>
<td>0.89%</td>
</tr>
</tbody>
</table>

**Mean Absolute Percentage Error (MAPE):**

1.12\%
more sparse because it includes various signals as explained in Section 4.2. The third distribution (green) needs more Gaussian components to be approximated because each cutting state has a different average level and thus results in multiple peaks.

Fig. 9. Hierarchical clustering for separation between DoE runs and supportive operations. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 10. Energy profile segmentation for the CCD experiment: Extraction of $E_{su}$ energies.
It is worth noting that when grouping the non-standby states together to form the active cycle, the GMHMM algorithm achieves a 99.12% accuracy in distinguishing between the active and the standby cycles, so this method can also be readily used for the calculation of the duty cycle of a CNC machine.

The next step is the separation of the supporting cycles from the machining operations. The hierarchical clustering results can be seen in the GUI of Fig. 9. This is before any user input. The green segments in this figure represent the DoE runs and the red segments identify the supporting operations. All of the machining cycles are detected apart from the rapid feed at the end of the first stage of experiments, due to a small standby period existing between this and the preceding material cutting. The only falsely identified machining cycle is the test cut at [957, 1084] (first green segment) because of its shape which is similar to the DoE cycles. These errors are the reason the hierarchical clustering reports 93.60% accuracy and both can be easily corrected manually by the user as indicated in Section 4.3.

The final step comprises the extraction of the $E_{su}$ energies. The second GMHMM is trained using all the machining cycle sequences and then each cycle is decoded separately. The results are seen in Fig. 10. Noise is picked up at the beginning of some cycles and the last run includes a tool retracting operation, which is also identified as belonging to the fast-dynamics state, but both will be automatically excluded from the $E_{su}$ calculations as described in Section 4.4. The longest sequence of red points in each machining cycle represents the power consumed during the acceleration of the spindle motor.

The comparison between the automatically extracted and the manually calculated $E_{su}$ energies can be found in Table 5. The $RPE$ from Eq. (7) was used again to measure the performance of the algorithm at each run and a $MAPE = 3.33\%$ was reported after the extraction of all the $E_{su}$ energies.

<table>
<thead>
<tr>
<th>Run Order</th>
<th>Manually Extracted $E_{su}$ (Joules)</th>
<th>Automatically Extracted $E_{su}$ (Joules)</th>
<th>Relative Percentage Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7793.9</td>
<td>7988.5</td>
<td>-2.5%</td>
</tr>
<tr>
<td>2</td>
<td>5639.3</td>
<td>5246.6</td>
<td>6.66%</td>
</tr>
<tr>
<td>3</td>
<td>8903.8</td>
<td>8963.3</td>
<td>-1.81%</td>
</tr>
<tr>
<td>4</td>
<td>16815</td>
<td>16945.1</td>
<td>4.58%</td>
</tr>
<tr>
<td>5</td>
<td>5818.5</td>
<td>5617.7</td>
<td>3.45%</td>
</tr>
<tr>
<td>6</td>
<td>5626.1</td>
<td>5468.9</td>
<td>2.79%</td>
</tr>
<tr>
<td>7</td>
<td>8619.3</td>
<td>8961.5</td>
<td>-3.97%</td>
</tr>
<tr>
<td>8</td>
<td>8621.2</td>
<td>8960.5</td>
<td>-3.94%</td>
</tr>
<tr>
<td>9</td>
<td>12567.9</td>
<td>12736.1</td>
<td>-1.34%</td>
</tr>
<tr>
<td>10</td>
<td>8636.6</td>
<td>8987.8</td>
<td>-4.07%</td>
</tr>
<tr>
<td>11</td>
<td>8628.2</td>
<td>8973</td>
<td>-4%</td>
</tr>
<tr>
<td>12</td>
<td>7909.9</td>
<td>7985.7</td>
<td>0.06%</td>
</tr>
<tr>
<td>13</td>
<td>8630.3</td>
<td>8970.4</td>
<td>-3.94%</td>
</tr>
<tr>
<td>14</td>
<td>3789.4</td>
<td>4127.6</td>
<td>-8.93%</td>
</tr>
<tr>
<td>15</td>
<td>8632.9</td>
<td>8975</td>
<td>-3.96%</td>
</tr>
<tr>
<td>16</td>
<td>12766.5</td>
<td>12746.2</td>
<td>0.16%</td>
</tr>
<tr>
<td>17</td>
<td>9817</td>
<td>8707.6</td>
<td>1.24%</td>
</tr>
<tr>
<td>18</td>
<td>12785.2</td>
<td>12722.6</td>
<td>0.49%</td>
</tr>
<tr>
<td>19</td>
<td>5606.4</td>
<td>5213</td>
<td>7.02%</td>
</tr>
<tr>
<td>20</td>
<td>12620.2</td>
<td>12789.7</td>
<td>-1.34%</td>
</tr>
</tbody>
</table>

**Mean Absolute Percentage Error (MAPE): 3.33%**

It is worth noting that when grouping the non-standby states together to form the active cycle, the GMHMM algorithm achieves a 99.12% accuracy in distinguishing between the active and the standby cycles, so this method can also be readily used for the calculation of the duty cycle of a CNC machine.

The next step is the separation of the supporting cycles from the machining operations. The hierarchical clustering results can be seen in the GUI of Fig. 9. This is before any user input. The green segments in this figure represent the DoE runs and the red segments identify the supporting operations. All of the machining cycles are detected apart from the rapid feed at the end of the first stage of experiments, due to a small standby period existing between this and the preceding material cutting. The only falsely identified machining cycle is the test cut at [957, 1084] (first green segment) because of its shape which is similar to the DoE cycles. These errors are the reason the hierarchical clustering reports 93.60% accuracy and both can be easily corrected manually by the user as indicated in Section 4.3.

The final step comprises the extraction of the $E_{su}$ energies. The second GMHMM is trained using all the machining cycle sequences and then each cycle is decoded separately. The results are seen in Fig. 10. Noise is picked up at the beginning of some cycles and the last run includes a tool retracting operation, which is also identified as belonging to the fast-dynamics state, but both will be automatically excluded from the $E_{su}$ calculations as described in Section 4.4. The longest sequence of red points in each machining cycle represents the power consumed during the acceleration of the spindle motor.

The comparison between the automatically extracted and the manually calculated $E_{su}$ energies can be found in Table 5. The $RPE$ from Eq. (7) was used again to measure the performance of the algorithm at each run and a $MAPE = 3.33\%$ was reported after the extraction of all the $E_{su}$ energies.

It should be noted that the main reason for the large variability of the $E_{su} RPE$ (see runs 2, 14 and 19 in Table 5) is the fast dynamics of the spindle acceleration state combined with the short duration (1–2 s) of each spindle acceleration operation and the low sampling rate used for the data collection (5 Hz). Due to the 5 Hz sample frequency, only 5–10 datapoints are collected during each spindle acceleration operation. This means that if the proposed method fails to identify even one point, this results into 5–10% less extracted spindle acceleration points. However, due to the bell-curved shape of the spindle acceleration state, any missed points are either at the beginning or the end of that, so they contribute less to the $E_{su}$ energy, as opposed to points in the middle.

The $MAPE$ errors for the two features indicate that the proposed method is of significant value in automatically determining the energy features studied in this research.

6. Conclusions & future work

In this work, a method which allows key energy-related features to be extracted from time-series power data through sequential segmentation, clustering and simple filtering of the power signal has been presented. To be effective, the DoE must be known in advance. The user’s input is minimal and only necessary to improve the accuracy when unexpected features are present in the data. A central composite design of experiments was used as a case study to test the proposed algorithms as a way of accelerating the response surface methodology procedures and follow a faster and more standardised route during energy waste optimisation studies, where results will also rely less on human errors.

Two features have been selected to be used for the validation of the algorithms. First and foremost, the material cutting energies $E_c$, which constitute the key efficiency indicator for a machining process, were detected and extracted with a mean...
absolute percentage error of 1.12%. Six out of 20 material cutting energies were extracted precisely, with no error at all. From the results of Table 4 it can be observed that the errors were a result of the algorithm underestimating the duration of the material cutting process. On the other hand, the $E_{aw}$ energy extraction method was less accurate, reporting 3.33% mean absolute percentage error.

No over-segmentation or rapid state switching was observed when applying the GMHMM algorithm to the data recorded in this research. However, if this is observed when applying the proposed solution to different datasets, there have been suggested modifications of HMMs in literature that can overcome this issue [20,27].
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