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Abstract— Product reviews have a significant influence on strategic decisions for both businesses and customers on what to produce or buy. However, with the availability of large amounts of online information, manual analysis of reviews is costly and time consuming, as well as being subjective and prone to error. In this work, we present an automated scalable cloud-based system to harness big customer reviews on products for customer insights through data pipeline from data acquisition, analysis to visualisation in an efficient way. The experimental evaluation has shown that the proposed system achieves good performance in terms of accuracy and computing time.
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I. INTRODUCTION

As the arrival of the fourth industrial revolution, data-driven digital services and products are playing a central role to drive revenue growth, optimise customer interaction, and offer strategic decisions for both companies and customers on what to produce or buy [1][5].

One area of interest is in the extraction and quantification of customer’s affective states and other subjective information from online reviews appearing on social media, as well as merchant and review websites, for various products and services. A product review, written by a user, refers to a customer’s opinion about a product, which describes negative, positive or neutral parts of a product. Product reviews have been widely recognised to have a significant influence on customers’ shopping decisions, products and services, business strategies and manufacturing decisions [1][2][3][4]. For instance, Ghose and Ipeirotis [3] presented a comprehensive analysis on the impact on economic outcomes such as product sales and its relation to product reviews by exploring multiple aspects of review text. In [4], the authors described how customers read reviews to find unique information about products and reduce the risk of their buying decision. Archak and Ipeirotis [5] also developed an approach to mining consumer reviews, in order to better understand what are the customer preferences and actions, how reviews impact price power of product and how to improve product sales predictions.

However, with the massive information available, manual analysis of the data is costly and time consuming, as well as being subjective and prone to error. For example, if a customer wants to buy a product, he or she might only be able to read a small number of reviews, which may lead to a biased purchase decision. Similarly, a business may not be able to keep track of their products and understand market needs and make timely decisions on what to produce. Despite encouraging existing research efforts on sentiment analysis in the domain of product reviews [1][11][12], most existing systems are partially automated with the main focus on sentiment analysis part, which may not be able to handle big data. In addition, these existing systems mainly provide text review summaries rather than user-friendly graphical summaries. The challenges remain on how to collect data from websites, analyse them and present the results to users in a user-friendly and timely manner.

To address the challenges above, different from all existing systems, we have proposed a cloud-based data analytics platform, which can automatically scrape data from online websites, perform the sentiment analysis of a given product and visualise the summaries of reviews based on product feature aspects and aggregated features for customer insights in real time.

The rest of this paper is organised as follows: Section II describes the proposed system and methodology; Section III presents the experimental evaluation; Section IV concludes the work and highlights future work.

II. RESEARCH DESIGN AND METHODOLOGY

A. Aims and Objectives

The goal of this work is to fully automate the process of big customer review data and develop a scalable, user-friendly system to gain customer insights and inform strategic decisions in a timely manner. Specifically, the main task is to collect data from online websites and categorise the review texts into one specific sentiment polarity, positive or negative (or neutral), and provide product the summarisation based on features of a given product in real time. Essentially, it logically forms a data
ingest pipeline from data collection, data analysis, interpretation and visualization. The objectives of the system design include:

1) To facilitate a user search on a product and its review data.
2) To acquire the review data and perform a sentiment analysis on it to extract useful features and their sentiments.
3) To interpret and visualise the results of the analysis in a meaningful way to highlight the effectiveness of the analysis.
4) To provide an efficient and easy-to-use web-based interface to control the system.

B. The Proposed System Architecture and Methodology

Based on the objectives above, the system should be able to provide the ability for a user to search for products, select them and view a number of charts that highlight the customers’ affections to various features of the product. Useful information that can be gleaned includes, but is not limited to, overall satisfaction with the product, a list of features specifically chosen for comment by customers and their related sentiments, the ability to compare categories for a given polarity to see the distribution of sentiment, the distribution of sentiment for any given category and the comparison of these charts for different products. The system should also be able to show the potential for geographical maps if the data is available, highlighting the countries with the most liked or disliked products or areas with the largest number of reviewers or particular sentiments. Finally all of these can be linked directly to the text of the review, allowing the user to select any sections of the charts and read the filtered reviews specifically related. This allows the user to read why there is a negative sentiment regarding price or what exactly people like about the way it fits. All this information can be used to better improve products or services by detecting trouble areas or showing what are working well.

The overview of the system is shown in Fig. 1. Due to both research and commercial interests, we have chosen Amazon website as an exemplar case study. However, our system can be adapted to other websites for the sentiment analysis of text data. There are several components of the system including 1) Data acquisition; 2) Sentiment analysis; 3) Data visualization; 4) Graphical User Interface.

1) Data acquisition

To analyse the reviews, it is important to first accurately collect data from websites in a timely manner. Due to high volumes of data, manual collection of web data increases the cost of labour significantly. Additionally it is known to be error-prone. There is a need to develop an automated approach to scrap review data from websites. In this work, we have developed a web scraping service to collect review data from Amazon website, which can be effortlessly consumed by analysis components of the system. Due to restricted access to the review information in its raw form, we have combined Amazon product API with our web scraping service to search Amazon database and return search results. In such a way, the web scraping service can retrieve the review data, automatically load the product review pages from the website and then copy out the text of reviews for the subsequent stage of analysis.

Sentiment analysis refers to detect whether a given text represents a positive or negative or neutral opinion (sentiment polarity). There are three levels of sentiment polarity classification, including document, sentence and aspect levels [6]. The document level classification mainly focuses on expressing a positive or negative opinion on a document. The sentence level analyses each sentence’ sentiment polarity. The aspect-level sentiment analysis mainly deals with specific aspects or features of a document. In our case, we mainly target aspect-level sentiment analysis of product features. For example, a review about a mobile phone may contain the following description:

“The screen was great but the speakers were terrible”. An ideal sentiment analysis system should be able to identify both “screen” and “speakers” as product features with positive and negative sentiments respectively.

Aspect-level sentiment analysis is particularly useful for comparing two or more products based on their feature aspects. However, most of current online websites only provide an overall score for a particular product. Consumers have to read all reviews and conduct manual analyses to make decisions.

In our work, we have applied both document-level analysis and aspect-level analysis to product reviews. The workflow of sentiment analysis module is shown in Fig. 2.

As shown in Fig.2, the Natural Language Processing module (NLP) takes a review text as input and pre-processes the data by performing tokenisation on the texts for further aspect-level and document level analyses. The aspect analysis module takes the output from the NLP module, identifies features and sentiments, and performs aspect feature categorisation, which can then be visualised through an graphical user interface. Similarly, the document level analysis workflow would entail specific functionalities outlined in the system overview diagram.
performs sentiment analysis of the whole review text, and the outputs will be displayed to the user.

a) Aspect-level sentiment analysis

For the aspect-level sentiment analysis of this work, we have built upon the work [11] and extended it by introducing a new feature categorization and a feature matching algorithm. The basic technologies in use are the Stanford Natural Language Processing library (coreNLP) for tokenisation [7][8] and Support Vector Machine (SVM) using the libSVM library implementation for feature detection and sentiment detection [9]. Essentially, it attempts to determine if any given word in the review is a ‘feature’ or a sentiment-bearing word, through first processing the review text using coreNLP which tokenises the text and assigns features to each token based on natural language principles, and then passing them into four SVM models (both lexical and syntactic models for ‘feature’ and ‘sentiment’ detection separately). These models provide a score based on how much each token fits each role and if a token has scores above zero, and the model providing the highest score determines its type. Once the features and sentiments have been extracted, it determines which sentiment applies to which feature through the use of the matching algorithm developed for this project. Then, all the raw review texts packaged up with their specific extracted features and sentiments are sent to the web application.

During this process, it is critical to match each feature with the appropriate sentiment bearing word so that the correct sentiment value can be recorded. We have developed a rule-based matching algorithm to connect a feature with its appropriate sentiment working on a proximity basis and then with any connected sentiment found through the natural language processing. This method consists of three steps:

• The first step checks whether the feature itself is sentiment bearing, if so, matches the token with itself as the sentiment expressed by the token certainly related to the feature, i.e. “comfortable”.

• The second step iterates through the surrounding 6 tokens, 3 on each side of the feature looking for a sentiment. If a sentiment is found then it is matched, because a sentiment closer to a feature is more likely to be related to the feature. For example, many of the reviews have simple terms such as, ‘good looking’ or ‘great price’, or ‘the colour was good’ or ‘it fits very well’ etc., the features and sentiments can be relied through checking the 6 tokens alternately starting with the preceding one and then the next one and continuing outwards any detected sentiment had a high probability of being connected. However a number of issues can arise from this particularly lists and comments including ‘but’.

• The final step checks the semantic incoming edge of the feature token (which is set as part of the natural language processing module) to determine if it is a sentiment or a feature. If it is a sentiment, then with the previous reasoning it is likely to be connected to the feature as it is in semantic proximity. If it is a feature and there is no sentiment within a 3 word radius, we can assign the sentiment of the new feature to the current one as it is likely with a list or comment discussing the same sentiment about multiple features at the same time, given the fact that the feature is semantically close. To do so, the matching algorithm is recursively called on the new feature and the result is returned. Finally the other semantically tagged tokens are inspected.

b) Document-level sentiment analysis

For the document-level analysis, we have analysed the sentiment polarity of a whole review text based on the Stanford Natural Language Processing library (coreNLP) [7][8], which takes the input of a review text and returns the polarity of each sentence and then aggregates polarity of sentences.

2) Data visualization

To provide a clearly condensed representation of the reviews about a given product that a user wants to get, we have developed visualisation techniques in various designs of charts to provide summaries product reviews, which are based on features and or aggregated features of a given product. The charts have been chosen to provide insights based upon the results of the analysis but also to show the various ways the data can be displayed. These charts include:

• A stacked bar chart to show positive, neutral and negative reviews for all features, as shown in Fig.3 a) and b). Fig.3 shows how customers feel about specific aspects of a product. It is easy to see that most customers care about “Fit” and “Construction” with the majority positive reviews in Fig.3a.

• A pie chart to show multiple products with positive, neutral and negative for each feature, as shown in Fig.4. This chart allows users to quickly identify which products, categories and features have strong positive or negative opinions.

• A column chart to show multiple products with positive, neutral and negative for each feature to enable a comparison among the product features, as shown in Fig. 5.

• A geo-location chart showing positive, neutral and negative reviews by country of manufacturers, as shown in Fig.6.
The graphic user interface

One of the objectives of this work is to design a user friendly easy-to-use web-based interface to control the system. With this in mind, we have used different cards to delineate a number of functional areas, which contain a different aspect of the interface. We have also used a small palette of contrasting colours to clearly emphasise the function of items, such as buttons and dropdown menus. Shadows are also used to simulate the depth on interactive objects. The changes of colour and shade are used to denote the state of user controls coupled with the changes to the pointer standardised across browsers. The chart card is used to display the visualised data of a selected item that can be controlled with the contextual controls in the card above. This card contains a chart selection dropdown to change between different charts and a range of select inputs and buttons that will appear based on the chosen chart to specify the data being displayed.

C. The Implementation

To enable the system to be run on the cloud computing platform and ensure the scalability and the efficiency, we have chosen a REST design pattern, all the system components have been implemented as web services based on Dropwizard [10], a java-based framework/library to facilitate the development of high performance, restful web services. The system combines Jetty as an embedded web server, with Jersey to map Java objects directly to HTTP requests using Jackson for the JSON conversion and a variety of commonly used libraries in Java development. Essentially it allows us to create standard Java classes and use annotations to map various methods and objects to the HTTP request URLs without having to manually create handlers or servlets, etc. It also generates a single large jar file which is combined with a configuration file to run the service, making the distribution and the deployment in a simple matter.

III. EXPERIMENTAL EVALUATION

To evaluate our proposed system, we have conducted a use case study by investigating product reviews of "Helmet" to understand how the system can harness big data to gain customer insights.

A. Data Description

The data was scraped from Amazon website in real time. Since we have used a supervised machine learning approach, for the training purpose, we have first collected a total of 704 reviews containing 1073 product aspect features for the model construction. Each feature was tagged with the exact text from the review that represented. N-fold cross validation was used for the validation of the model.

B. Evaluation Metrics

We have evaluated the proposed system in terms of accuracy and computing time from data collection to visualisation.

1) Accuracy evaluation
Precision, recall and accuracy have been used to measure the accuracy performance of analysis.

Precision refers to the percentage of all positive predictions that are correct.

\[ \text{Precision} = \frac{\text{True positive}}{\text{True positive} + \text{False positive}} \]

Recall refers to the percentage of all positive samples that are correctly predicted.

\[ \text{Recall} = \frac{\text{True positive}}{\text{True positive} + \text{False negative}} \]

Accuracy refers to the percentage of all predictions that are correct.

\[ \text{Accuracy} = \frac{\text{True positive} + \text{True negative}}{\text{True positive} + \text{True negative} + \text{False positive} + \text{False negative}} \]

The evaluation results of both document-level and aspect-level analyses are listed in Table 1. The experimental results show that the feature aspect-level sentiment analysis using our own matching algorithm has a high accuracy, compared to the result using the method proposed in [11]. The work in [11] doesn’t have a document-level sentiment analysis. Therefore, there is no comparison result available. We only list our document-level sentiment analysis in Table 1.

![Fig. 7. The relationship between total execution time and the number of reviews with different CPUs](image)

![Fig. 8. The relationship between total execution time and a number of words with different CPUs](image)

<table>
<thead>
<tr>
<th>Type</th>
<th>Evaluation Metrics</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature aspect-level sentiment analysis using our own matching algorithm</td>
<td></td>
<td>0.89</td>
<td>0.97</td>
<td>0.87</td>
</tr>
<tr>
<td>Feature aspect-level sentiment analysis using the method in [11]</td>
<td></td>
<td>0.38</td>
<td>0.86</td>
<td>0.37</td>
</tr>
<tr>
<td>Document-level sentiment analysis</td>
<td></td>
<td>0.68</td>
<td>0.43</td>
<td>0.53</td>
</tr>
</tbody>
</table>

### C. Processing time

To evaluate the processing speed and the scalability of the proposed system, we have tested on a number of products and calculated the computing time for each main component, including scraping, tokenisation and analysis time under conditions of different number of reviews and words and different CPUs.

1) Total execution time – number of reviews/words - CPUs

As shown in Fig. 7 and 8, the execution time increases with the increasing number of reviews. In addition, the execution time reduces with the increasing number of CPUs. The result shows an approximately linear relationship between the number of reviews and the total execution time. The regression equations for the number of reviews (with different CPUs) are shown as follows:

\[ y = 0.0046x + 4.6661 \quad Y = 0.5294x + 7.7109 \]

\[ R^2 = 0.927, \quad 2CPU \quad R^2 = 0.993, \quad 4CPU \]

\[ Y = 0.4052x + 6.8486 \]

\[ R^2 = 0.989, \quad 8CPU \]

The regression equations for the number of words (with different CPUs) are shown as follows:

\[ y = 0.0195x + 7.752 \quad Y = 0.016x + 7.507 \]

\[ R^2 = 0.997, \quad 2CPU \quad R^2 = 0.999, \quad 4CPU \]

\[ Y = 0.0123x + 6.5816 \]

\[ R^2 = 0.999, \quad 8CPU \]

The R-squared values are high under different numbers of CPUs, showing a strong linear relationship.

2) The computing time for each component of the system with different number of CPUs

We have also compared the computing time of each main component of the system including scraping time, tokenization and analysis time for different products (with different numbers of reviews and words), as shown Fig. 9. In Fig. 9, time to scrape has a strong linear relationship with the number of reviews but has no linear correlation with a number of words. As the number of reviews and words increase, the total time to analysis increases. The time to tokenization has a linear correlation with the number of words or reviews. The time to analysis has an approximate linear relationship with a number of reviews or words. In all cases, with the number of CPUs increases, the computing performance is improved.
Customers are at the centre of the changes to value chains, products and services. Using smart data analytics is an efficient way to understand and meet their needs. This paper has proposed a scalable, user-friendly system to enable fast automated extraction of product features and classification of polarity of product reviews for improved customer insights. The experimental evaluation shows that the proposed system has a high accuracy on feature aspect-level sentiment analysis. The relationships between the number of reviews/words and the total execution time under different CPUs have been investigated. It has shown a strong correlation with a linear relationship, which demonstrates the scalability of the system.
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