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Abstract

In practice, additional knowledge about the target to be tracked, other than its fundamental dynamics, can often be modelled as a set of soft constraints and utilised in a filtering process to improve the tracking performance. This paper develops a general approach to the modelling of soft inequality constraints, and investigates particle filtering with soft state constraints for target tracking. We develop two particle filtering algorithms with soft inequality constraints, i.e. a sequential-importance-resampling particle filter and an auxiliary sampling mechanism. The latter probabilistically selects the candidate particles from the soft inequality constraints of the state variables so that they are more likely to comply with the soft constraints. The performances of the proposed algorithms are evaluated using Monte Carlo simulations in a target tracking scenario.
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I. INTRODUCTION

State estimation plays the central role in target tracking. The objective of state estimation is to draw statistical inference about the target status (e.g. position and velocity) by incorporating the sensor data, the dynamic model of the target, and possibly some additional external knowledge about the problem [1]. In the Bayesian framework, state estimation can be achieved by calculating or approximating the
posterior probability density function (pdf) of the system’s state vector after each new observation is acquired. Most of the classical approaches to Bayesian state estimation are based on the Kalman filter (KF) that is known to be optimal for linear systems with Gaussian noise [2]. To deal with nonlinear problems, the extended Kalman filter (EKF) and some more sophisticated algorithms, such as unscented Kalman filter (UKF) and Gaussian mixture filter (GMF), have been developed in the literature [2], [3]. These algorithms are usually based on various linearisation and/or Gaussian approximation techniques. The particle filtering (PF) approach, on the other hand, uses a set of samples (particles) with associated weights to directly estimate the posterior distribution of the state vector. Hence, it is capable of dealing with highly nonlinear/non-Gaussian problems. General discussions about particle filters can be found in [4]–[6].

In many applications, external knowledge other than the state-space model can be utilised to provide additional information about the system of interest. Such context-based information, once being exploited appropriately through information fusion, may substantially improve statistical inference for the status of the system [7]. Take the road-constrained ground target tracking as an example: the target vehicle’s position is constrained by the physical road network and its speed may also be restricted by the traffic rules [8], [9]. Hence any relevant target vehicle information will reduce the degree of uncertainty about the vehicle being tracked. Recent development in maritime navigation [10], [11] has also demonstrated the benefits of using constraint-based filtering in terms of improving estimation accuracy, where the coastal map was converted into position constraints of the target ship. Another interesting work, [12], has tried to modify the target dynamics by embedding a simple guidance law that respects spatial constraints. In addition, state estimation using state constraints can be found in process control applications to large chemical plants as there are usually physical restrictions on certain quantities in chemical processes [13], [14]. An overview on state estimation with equality and/or inequality constraints can be found in [15]. Some recent advances for nonlinear/non-Gaussian systems with inequality state constraints can be found in [16]–[18].

In most of the studies in the existing literature (e.g., [15]–[18]), however, the filtering algorithms are designed for dealing with hard and deterministic constraints, i.e. the conditions that the state variables are required to satisfy; not much attention has been paid to the uncertainty of external knowledge when they are transformed into state constraints for estimation purposes. In practice, external knowledge in some applications can naturally be subject to a great degree of uncertainty. Returning to the example of road-network-based tracking, a vehicle may be found being out of the road boundary due to inaccuracies of the roadmap or being temporarily beyond the permitted speed limit. Another example is aircraft approaching
and landing. The rules of air near a terminal area of an airport provide general guidelines for aircraft flight patterns, but it cannot physically restrict aircraft within certain spatial volumes [19]–[21]. In these cases, simply using hard constraints may result in biased tracking. As Simon pointed out in [15]: “it can be argued that estimators for most practical engineering systems should be implemented with soft constraints rather than hard constraints”. Clearly, there is a real need to develop new methods for state estimation with soft constraints to deal with this kind of problem.

In the literature, a soft constraint means that it is likely to be true; there however exists possibility that the system may violate such a state constraint sometimes. The pioneering work in [22] adopted a soft-constraint setting to enforce a slowly varying feature of a state when performing the health estimation of a turbofan engine. In a static parameter estimation problem [23], soft-constraints were used to impose a prior distribution of the parameters to be estimated. In addition, Papi [10] considered occasional constraint violation in target tracking problems, but the soft-constraint was simply defined by a pre-fixed probability regardless of the actual state. Formal formulation of soft inequality constraints of states, however, has rarely been seen in the literature, other than a few early cases on equality constraints (e.g. [2], [24]) and a recent study by Palmer et al. [25]. In [25], Kalman filtering with soft inequality constraints for linear systems with Gaussian noise was investigated, where the uncertainty of knowledge was modelled as a number of soft linear constraints characterised with Gaussian noise.

This paper investigates Bayesian filtering with soft state constraints, aiming to extend the filtering method for linear systems with Gaussian noise and soft linear constraints in [25] to general nonlinear/non-Gaussian systems. Our contribution to the literature is twofold. First, rather than to use ad hoc methods to deal with soft inequality constraints, we propose a general formulation for soft inequality constraints of states that boils down soft inequality constraints to an additional pseudo measurement. Secondly, for general nonlinear/non-Gaussian systems with soft inequality constraints, we develop two particle filtering algorithms in which the additional pseudo measurement characterising the soft inequality constraints of states can nicely be incorporated into the filtering process via a modified likelihood function. More specifically, following the development of the soft-constrained PF (scPF), which is a natural extension of PF with soft state constraints incorporated into the modified likelihood function, we propose a novel auxiliary PF (termed soft-constrained APF (scAPF)) to improve the effectiveness of filtering. In the scAPF, we follow the original auxiliary particle filter (APF) [26] and the APF algorithm with hard inequality constraints [18], and investigate how to select particles such that those with higher likelihood of complying with the state constraints are more likely to propagate to the next time step.

The rest of this paper is organised as follows. In Section II, the problem of soft-constrained Bayesian
state estimation is considered, with a proposed general formulation of soft inequality constraints. The importance-sampling-based particle filter with soft constraints, scPF algorithm, is developed in Section III. Section IV further improves state estimation by developing the scAPF algorithm. Numerical simulation study is carried out in Section V, which is followed by the final conclusions and discussion section.

II. PROBLEM FORMULATION

In this section, the problem of state estimation with soft inequality constraints is formulated within the Bayesian framework.

A. Statement of the problem

Consider a dynamic system that is described by the following discrete-time state-space model:

\[ x_{k+1} = f_k(x_k) + w_k \]  
\[ z_k = h_k(x_k) + v_k \]

where \( x_k \in \mathbb{R}^{n_x} \) is the system state vector at time instant \( k \), \( z_k \in \mathbb{R}^{n_z} \) the measurement vector, \( w_k \) the process noise vector and \( v_k \) the measurement noise vector. \( f_k : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_x} \) and \( h_k : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_z} \) are possibly nonlinear vector-valued system functions and observation functions, respectively. The process and measurement noise vectors are assumed to be absolutely continuous random vectors with zero mean. They are mutually independent and follow probability density functions \( p_w(w_k) \) and \( p_v(v_k) \), respectively. Let \( x_{0:k} = \{x_0, x_1, \ldots, x_k\} \) and \( z_{1:k} = \{z_1, z_2, \ldots, z_k\} \) denote the sets of all states and all measurements up to time instant \( k \), respectively.

Clearly, the distribution of the state vector \( x_k \) conditioned on \( x_{k-1} \) can be derived from (1) and it is denoted by \( p(x_k|x_{k-1}) \). Likewise, the distribution of measurement \( z_k \) conditioned on \( x_k \), \( p(z_k|x_k) \), can be obtained from (2); it is usually termed a likelihood function. The objective of state estimation is to recursively infer for the state vector \( x_k \), given the available information. In Bayesian state estimation, this amounts to construct the posterior pdf \( p(x_{0:k}|z_{1:k}) \) given the observation sequence \( z_{1:k} \) ([4], [5]).

B. Modelling of soft inequality constraints

The states of a system usually represent some physical quantities of interest. In practice, the state vector may be restricted to a certain feasible region. Mathematically, such constraints can usually be represented by a set of nonlinear inequality equations, \( g_k(x_k) \leq 0 \), where \( g_k = [g_{1,k}, \ldots, g_{n_c,k}]^T : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_c} \) is a vector of possibly nonlinear functions of \( x_k \). Although there are many studies investigating filtering with
hard constraints (e.g. [13], [15], [16], [18]), the hard constraints provide no mechanism to tolerate any uncertainty in the external knowledge on the feasible region within which the state vector is supposed to evolve.

Inspired by [25], in this paper we formulate soft inequality constraints by introducing a random vector for uncertainty, \( \Gamma_k \in \mathbb{R}^{n_c} \), such that

\[
\mathbf{g}_k(\mathbf{x}_k) - \Gamma_k \leq 0
\]

where \( \Gamma_k = [\gamma_{1,k}, \ldots, \gamma_{n_c,k}]^T \) is an unknown vector of non-negative random variables that follows a pdf \( p_\gamma(\Gamma_k) \), where \( p_\gamma(.) \) can be dependent on time but we suppress the time index to keep the notation simple. We assume that the time-varying random vector \( \Gamma_k \) is independent of state vector \( \mathbf{x}_k \), as well as \( \Gamma_j \) for \( j \neq k \).

Clearly the random vector \( \Gamma_k \) for uncertainty relaxes the requirement of the state vector fulfilling the constraints. In this way, the state constraints (3) become non-deterministic because the random vector \( \Gamma_k \) follows some certain probabilistic law. We also point out that the state constraints (3) include the soft constraints in [25] as a special case; the latter considers a set of linear inequality constraints.

Let \( \Omega \) denote the space for the unknown random vector \( \Gamma_k \). At time instant \( k \), we define

\[
C_k := \{ \Gamma_k \in \Omega \mid \mathbf{g}_k(\mathbf{x}_k) - \Gamma_k \leq 0 \}
\]

The conditional probability of such an event can be written explicitly as

\[
\Pr\{C_k|\mathbf{x}_k\} = \Pr\{\mathbf{g}_k(\mathbf{x}_k) - \Gamma_k \leq 0\} = \int_{\mathbf{g}_k(\mathbf{x}_k) - \Gamma_k \leq 0} p_\gamma(\Gamma_k) \, d\Gamma_k.
\]

To keep the notation simple, we suppress the subscript \( k \) from \( \Gamma_k \) in the rest of this paper.

We note that for hard constraints without involving uncertainty, i.e. \( \Gamma \equiv 0 \), the above equation can be simplified as

\[
\Pr\{C_k|\mathbf{x}_k\} = \begin{cases} 1, & \text{if } \mathbf{g}(\mathbf{x}_k) \leq 0; \\ 0, & \text{otherwise.} \end{cases}
\]

which was examined in [18].

In the case that the elements \( \gamma_j \) \( (j = 1, \ldots, n_c) \) are independent of each other and each follows a probability density function \( \gamma_j \sim p_{\gamma_j}(\gamma_j) \), we have \( p_\gamma(\Gamma) = \prod_{j=1}^{n_c} p_{\gamma_j}(\gamma_j) \). In practice, the distributions of the individual random variables for uncertainty, \( p_{\gamma_i}(\gamma_i), i = 1, \ldots, n_c \), can be specified from a wide range of distributions, such as the truncated Gaussian, exponential, truncated logistic and gamma
distributions. For example, we can consider the scenario that each $\gamma_i$ follows a zero-mean Gaussian distribution truncated at zero, denoted as $\mathcal{TN}(\gamma; 0, \sigma^2)$:

\[
p(\gamma) = \begin{cases} 
2(\sqrt{2\pi}\sigma)^{-1}\exp[-\gamma^2/(2\sigma^2)] & \text{if } \gamma \geq 0 \\
0 & \text{if } \gamma < 0 
\end{cases}.
\]

Alternatively, the logistic distribution truncated at zero can be used to replace the above truncated Gaussian distribution.

Another simple choice is exponential distributions, i.e. $\gamma \sim \mathcal{E}(\gamma; \mu)$ with mean $\mu$:

\[
p(\gamma) = \begin{cases} 
\mu^{-1}\exp(-\gamma/\mu) & \text{if } \gamma \geq 0 \\
0 & \text{if } \gamma < 0 
\end{cases}.
\]

Gamma distributions are extensions of the above exponential distributions; they are more flexible to fit more complicated practical problems.

In practice, the parameters of the pdf $p_\gamma(\Gamma)$, e.g. $\sigma$ and $\mu$ in the above equations, need to be specified prior to state estimation. We also point out that from a computational perspective, the exponential and truncated logistic distributions are less computationally expensive. Hence, where appropriate they can be used to fit soft-constraints in applications that need real-time solutions.

Before we conclude this section, we offer some further comments on the modelling of soft state constraints. In the literature, when the soft constraints of states are equality constraints, a commonly used approach is to add small non-zero measurement noise to the perfect constraint equations. This leads to a set of pseudo-measurements that can thus be incorporated into the likelihood function for Kalman filtering (see [15]). When the soft constraints of states are nonlinear, non-Gaussian, and inequality constraints, as specified in (3), the general formulation developed in this section boils down the problem into a pseudo-measurement in (5). As we will discuss in the following sections, this pseudo-measurement that characterises the soft inequality constraints can be incorporated into the likelihood function for particle filtering. This provides a unified approach to dealing with soft constraints by modifying the corresponding likelihood function, no matter whether it is equality/inequality, linear/nonlinear, Gaussian/non-Gaussian noise-based constraints. Clearly, similar tricks could be used with many other measurements. We also point out that this approach is closely linked to the imprecise likelihood approach in [27], where the observation equations have some parameters that are only partially known.
III. IMPORTANCE SAMPLING WITH SOFT CONSTRAINTS

In this section, we take into account the additional information about the state vector which is modelled as a set of soft constraints and develop the scPF algorithm to estimate the state vector. More specifically, we will draw Bayesian inference about $x^0_k$, given the information provided by the observations $z^1_k$ and the soft-constraint information $C^1_k \triangleq \{C_1, \ldots, C_k\}$ up to the present time $k$, using sequential importance-resampling (SIR).

For system (1)-(2) with soft constraints (3), the joint posterior distribution of the state sequence $x^0_k$ can be derived using the following Bayesian recursion (see e.g., [4]):

$$p(x^0_k | z^1_k, C^1_k) = \frac{p(x^0_k, z^1_k, C^1_k)}{p(z^1_k, C^1_k)} = \frac{1}{c} p(z_k | x_k) \Pr\{C_k | x_k\} p(x_k | x_{k-1}) \times p(x^0_{k-1} | z^1_{k-1}, C^1_{k-1}),$$

where $c$ is a normalisation scalar defined as

$$c = p(z_k, C_k | z^1_{k-1}, C^1_{k-1}).$$

We note that the recursion in (7) consists of four elements: the likelihood function $p(z_k | x_k)$, state transition distribution $p(x_k | x_{k-1})$, the posterior distribution at the previous time step $p(x^0_{k-1} | z^1_{k-1}, C^1_{k-1})$, and the soft-constraint-related probability $p(C_k | x_k)$. The first three elements are analogous to their counterparts in the standard particle filtering problems [28]. The fourth element $\Pr\{C_k | x_k\}$, however, is related to the soft constraints; it will provide additional information for statistical inference [10].

In general, for a nonlinear/non-Gaussian system, there is no analytically tractable solution to the posterior pdf in (7); therefore, a numerical approach such as the Monte Carlo method based on importance sampling is often adopted. Specifically, suppose that a set of $N$ particles $\{x^i_{0:k}\}_{i=1}^N$ are drawn independently from a proposal distribution $\pi(x^i_{0:k} | z^1_{1:k}, C^1_{1:k})$. Then, the posterior distribution $p(x^0_k | z^1_{1:k}, C^1_{1:k})$ can be approximated as

$$p(x^0_k | z^1_{1:k}, C^1_{1:k}) \approx \sum_{i=1}^N w^i_k \delta(x^0_k - x^i_{0:k})$$

where $\delta(\cdot)$ denotes the Dirac delta function and the importance weights $w^i_k$, $i = 1, \ldots, N$ are calculated as

$$w^i_k \propto \frac{p(x^i_{0:k} | z^1_{1:k}, C^1_{1:k})}{\pi(x^i_{0:k} | z^1_{1:k}, C^1_{1:k})}, \quad i = 1, \ldots, N,$$

followed by the normalisation such that $\sum_{i=1}^N w^i_k = 1$. 
Usually the proposal density is chosen so that it can be written in a sequential manner as follows:

\[
\pi(x_{0:k}|z_{1:k}, C_{1:k}) = \pi(x_{k}|x_{0:k-1}, z_{1:k}, C_{1:k})\pi(x_{0:k-1}|z_{0:k-1}, C_{1:k-1}).
\] (11)

Substituting the proposal distribution (11) and the recursion (7) into the importance weights (10) yields the weight updating equation:

\[
w^i_k \propto w^i_{k-1} \frac{p(z_k|x^i_k)p(C_k|x^i_k)p(x^i_{k-1})}{\pi(x^i_k|x^0_{k-1}, z_{1:k}, C_{1:k})}.
\] (12)

In many applications such as target tracking, it is usually the case that only the marginal posterior distribution \(p(x_k|x_{k-1}, z_k, C_k)\) is of interest, and hence the previous state trajectories \(x_{0:k-1}\) can be discarded. In this case, the proposal distribution can be chosen to have a simplified form of \(p(x_k|x_{k-1}, z_k, C_k)\).

Moreover, using the most common choice for proposal distribution, i.e. the state transition distribution \(p(x_k|x_{k-1}, z_k, C_k) = p(x_k|x_{k-1})\), the weights can be updated as

\[
w^i_k \propto w^i_{k-1} p(z_k|x^i_k)p\{C_k|x^i_k\},
\] (13)

where \(p\{C_k|x^i_k\}\) comes from the pseudo-measurement that is related to the soft constraints. This piece of information contributes to the likelihood function for statistical inference in a similar way as the current observation \(z_k\). We therefore treat \(p(z_k|x^i_k)p(C_k|x_k)\) as a generalised likelihood function.

Given \(p\{C_k|x^i_k\}\) defined in (5), we have

\[
\Pr\{C_k|x^i_k\} = \Pr\{g_k(x^i_k) - \Gamma \leq 0\}
= \int_{g_k(x^i_k) - \Gamma \leq 0} p_g(\Gamma) \, d\Gamma.
\] (14)

When the individual random variables \(\gamma_j\) are independent of each other and each follows \(p_{\gamma_j}(\gamma_j)\), we obtain

\[
\Pr\{C_k|x^i_k\}
= \int \cdots \int_{g_{j,k}(x_k) - \gamma_j \leq 0} \prod_{j=1}^{n_c} p_{\gamma_j}(\gamma_j) \, d\gamma_1 \cdots d\gamma_{n_c}
= \prod_{j=1}^{n_c} \int_{g_{j,k}(x_k) - \gamma_j \leq 0} p_{\gamma_j}(\gamma_j) \, d\gamma_j
= \prod_{j=1}^{n_c} \phi_{j,k}(x^i_k),
\]

where

\[
\phi_{j,k}(x_k) = \int_{g_{j,k}(x_k) - \gamma_j \leq 0} p_{\gamma_j}(\gamma_j) \, d\gamma_j.
\] (15)

Note that in this case the constraint information about the state vector can be evaluated by calculating the product of a series of cdfs, depending on the number of soft constraints.
We consider two important special cases for the soft constraint formulation. First, suppose that each of the random variables for uncertainty follows a zero-mean Gaussian distribution truncated at 0, \( \mathcal{N}(\gamma; 0, \sigma^2) \).

In this case, we have

\[
\Pr\{C_k|x_k^i\} = 2 \prod_{j=1}^{n_c} [1 - \Phi(g_{j,k}(x_k^i); 0, \sigma_j^2)]
\]

where \( \Phi(u) = \Phi(u) \) if \( u \geq 0 \) and 0 otherwise. \( \Phi(\cdot) \) is the cumulative distribution function (cdf) of the Gaussian distribution defined as

\[
\Phi(y; \mu, \Sigma) = \int_{-\infty}^{y} \mathcal{N}(x; \mu, \Sigma) \, dx.
\]

Another important special case is the exponential distribution \( \gamma_j \sim \mathcal{E}(\gamma_j; \mu_j) \) \( (j = 1, \ldots, n_c) \). In this case, we have

\[
\Pr\{C_k|x_k^i\} = \prod_{j=1}^{n_c} \exp \left( -\frac{g_{j,k}(x_k^i)}{\mu_j} \right)
\]

\[
= \exp \left( -\sum_{j=1}^{n_c} \frac{g_{j,k}(x_k^i)}{\mu_j} \right).
\]

Clearly the exponential distribution has a much lower computational cost than the truncated normal distribution.

From the above discussion, a recursive estimation algorithm can be constructed by: (i) generating new particles \( \{x_k^i\}_{i=1}^{N} \) at \( k \) using the sample set \( \{x_k^{i-1}\}_{i=1}^{N} \) and the proposal distribution \( \pi(x_k|x_{k-1}, z_k, C_k) \); and (ii) updating weights using (13) after a new measurement \( z_k \) is obtained and the soft constraint information \( C_k \) is exploited.

One important issue in particle filtering is the degeneracy problem, since on average, the variance of the importance weights can only increase over time [28]. A useful measure on the degree of degeneracy is the effective sample size (ESS) [29]:

\[
N_{\text{ess}} = \frac{1}{\sum_{i=1}^{N} (w_k^i)^2}, \tag{16}
\]

which takes a value between 1 to \( N \). To alleviate the degeneracy problem, a resampling procedure can be performed after the importance sampling to remove the particles with low weights and duplicate particles with higher weights [4].

The implementation of the SIR algorithm with soft state constraints, i.e. scPF, is provided in Algorithm 1.
Algorithm 1 Soft-Constrained PF Algorithm (scPF)

Require: weighted samples: \( \{x^i_{k-1}, w^i_{k-1}\}_{i=1}^{N} \)

1: for \( i = 1 : N \) do
2: Draw a new particle \( x^i_k \sim p(x_k|x^i_{k-1}) \)
3: Update weight \( w^i_k \) according to (13)
4: end for
5: Weight normalisation such that \( \sum_i^N w^i_k = 1 \)
6: Resampling

Ensure: new samples: \( \{x^i_k, w^i_k = \frac{1}{N}\}_{i=1}^{N} \)

IV. IMPROVED AUXILIARY PARTICLE FILTER

The scPF described in Algorithm 1 provides a tool for drawing inference for nonlinear/non-Gaussian systems with soft constraints. When constructing the proposal distribution in the scPF, however, we incorporate a simple solution, i.e. using the state transition distribution \( p(x_k|x^i_{k-1}) \) as the proposal distribution, without considering the fact that the generated particles may lie outside of the soft-constrained area. When there are a substantial number of the generated particles lying outside the constraint region, the corresponding weights of these particles, as given by (12), are usually very low. This may in turn lead to a low particle filtering efficiency as reflected by a deteriorated ESS.

Inspired by the APF and the recently developed APF algorithm with hard constraints in [18], we now extend the scPF algorithm and investigate a particle filter with an auxiliary structure to alleviate this problem and improve the efficiency of importance sampling.

A. Review of the auxiliary particle filter

The standard APF intends to incorporate the knowledge of the newly obtained observation before the sampling stage so that the generated particles are more likely to be compatible with the latest observation [30], [31]. For this end, we first draw an auxiliary particle index from a designed distribution that weights each particle according to its compatibility to the new observation. For the \( i \)-th particle, a suitable measure of compatibility is the approximation \( \tilde{p}(z_k|x^{i}_{k-1}) \) of the predictive likelihood \( p(z_k|x^{i}_{k-1}) \) = \( \int p(z_k|x_k)p(x_k|x^{i}_{k-1}) \) \( dx_k \); the latter is usually difficult to calculate in practice [31]. In many applications, \( \tilde{p}(z_k|x^{i}_{k-1}) \) is chosen as \( p(z_k|x^i_k) \), where \( x^i_k \) is the centre of \( p(x_k|x^{i}_{k-1}) \) (see, e.g. [4]). More specifically,
we have
\[ p(x_k|z_{1:k}) \propto \sum_{i=1}^{N} w_{i-1}^i p(z_k|x_k) p(x_k|x_{k-1}^i) \]
\[ = \sum_{i=1}^{N} \frac{p(z_k|x_k)}{p(z_k|x_{k-1}^i)} \frac{p(x_k|x_{k-1}^i)}{\pi_k^i(x_k)} \frac{w_{i-1}^i p(z_k|x_{k-1}^i)}{\alpha_k^i} \pi_k^i(x_k) \]
where \( \pi_k^i(x_k) \) is a proposal distribution corresponding to index \( i \). The APF is implemented by the following steps:

1. Draw an index \( I_k^i = j, j \in \{1, \ldots, N\} \), with the probability proportional to \( \alpha_k^j \);
2. Draw a particle \( x_k^j \) from the proposal distribution \( \pi_k^j(x_k) \);
3. Calculate the unnormalised weight as \( w_k^i = w_k^i(x_k^i) \).

B. Soft-constraint-based APF

In this sub-section, we develop a soft-constraint-based APF algorithm. Following the discussion in the previous sub-section, to improve the propagation of particles, we construct an approximate predictive likelihood that not only takes into consideration the information contained in the new observation, but also accounts for the compliance with the soft-constraints. Specifically, we choose \( \tilde{p}(z_k|x_{k-1}^j) \) to be \( p(z_k|x_k^j)p(\lambda_k^j|x_{k-1}^j) \), \( i = 1, \ldots, N \), where \( \lambda_k^j \) denotes the mode of the soft-constrained transition distribution \( \Pr\{C_k|x_k\}p(x_k|x_{k-1}^j) \), i.e.
\[ \lambda_k^j = \arg \max_{x_k} \Pr\{C_k|x_k\}p(x_k|x_{k-1}^j) \].

The mode \( \lambda_k^j \) characterises the most probable location of the predicted state vector \( x_k \) given the particle \( x_{k-1}^j, i = 1, \ldots, N \), in conjunction with the soft-constraint information. Therefore, for each particle \( i \), \( p(z_k|\lambda_k^j) \) reflects the new-observation-based likelihood, whereas \( p(\lambda_k^j|x_{k-1}^j) \) measures the compliance of this particle with the soft constraints. This is illustrated by Fig.1, where the state transition distribution at time \( k \) is assumed to be \( p(x_k|x_{k-1}^j) = \mathcal{N}(x_k; 1, 1) \) (represented by the dotted line). The state soft-constraint is chosen as \( g(x_k) - \gamma \leq 0 \), where \( g(x_k) = 3 - x_k \) and the uncertainty variable \( \gamma \sim \mathcal{T}\mathcal{N}(\gamma; 0, 1) \). The soft constraint is therefore characterised by \( \Pr\{C_k|x_k\} = 2[1 - \Phi(3 - x_k; 0, 1)] \) (the broken line). The state transition distribution multiplied by the constraint-related probability, i.e. \( \Pr\{C_k|x_k\}p(x_k|x_{k-1}^j) \), is depicted by the solid line with its mode indicated by a circle.

To enable the sampling with the proposed predictive likelihood, the mode \( \lambda_k^j \) needs to be calculated efficiently. We note that the mode defined in (18) is equivalent to
\[ \lambda_k^j = \arg \min_{x_k} - \log \left[ p(x_k|x_{k-1}^j) \right] - \log \left[ \Pr\{C_k|x_k\} \right] . \]
where $C_k$ defined in (4).

We follow [18] and solve the above optimisation problem for each particle $i$. Specifically, we suppose that $p(x_k|x_{k-1}^i)$ is log-concave and we expand it about its mean $\bar{x}_k^i = f_{k-1}(x_{k-1}^i)$ to the second order, i.e.,

$$-\log[p(x_k|x_{k-1}^i)] \approx (x_k - \bar{x}_k^i)^T D_{k-1}^i + (x_k - \bar{x}_k^i)^T V_{k-1}^i (x_k - \bar{x}_k^i)/2 + \text{constant},$$

where $D_{k-1}^i$ and $V_{k-1}^i$ denote the first- and second-order derivatives of $-\log[p(x_k|x_{k-1}^i)]$ evaluated at $\bar{x}_k^i$. For the case where the process noise follows a Gaussian distribution $p_w(w_k) = \mathcal{N}(w_k; 0, Q_k)$ with covariance matrix $Q_k$, $\bar{x}_k^i$ is the mean as well as the mode. Hence, we have

$$-\log[p(x_k|x_{k-1}^i)] = (x_k - \bar{x}_k^i)^T Q_{k-1} (x_k - \bar{x}_k^i)/2 + \text{constant}.$$ 

Consequently, when the uncertainty variables are independent of each other, finding the mode for each particle $i$ in (19) can be re-formulated as an unconstrained nonlinear optimisation:

$$\min_{x_k} J_k^i = (x_k - \bar{x}_k^i)^T V_{k-1}^i (x_k - \bar{x}_k^i)/2$$

$$+ (x_k - \bar{x}_k^i)^T D_{k-1}^i - \sum_{j=1}^{n_c} \log \phi_{j,k}(x_k)$$

(20)

where $\phi_{j,k}(x_k)$ is given by (15).

It can be observed that the first two terms on the right-hand side in (20) is a quadratic function that characterises the deviation of a solution from the unconstrained centre of $p(x_k|x_{k-1}^i)$, i.e. $\bar{x}_k^i$, whereas the second term is designed to drive the solution moving towards the constraint area.

We consider an important scenario where $g_{j,k}(\bar{x}_k^i) \leq 0$ ($j = 1, \ldots, n_c$) for a given particle $x_{k-1}^i$. Since $\bar{x}_k^i$ lies within the constraint area, we obtain $\log \phi_{j,k}(x_k) = 0$ at $x_k = \bar{x}_k^i$. Consequently, we obtain $\lambda_k^i = \bar{x}_k^i - [V_{k-1}^i]^{-1} D_{k-1}^i$ from (20). In particular, if the process noise follows the Gaussian distribution $p_w(w_k) = \mathcal{N}(w_k; 0, Q_k)$, we have $\lambda_k^i = \bar{x}_k^i$.
In general, the optimisation problem (20) is nonlinear and hence its exact global minimum is difficult to find. However, as argued in [18], the purpose of obtaining the constrained mode \( \lambda^i_k \) through the optimisation is to replace the unconstrained centre \( \bar{x}^i_k \) with an improved representation of the transition distribution that is subject to the soft constraints. The obtained mode will be used to select particles and to construct a proposal distribution. Consequently, there is no need to find the exact solution for each optimisation problem; the approximation errors can statistically be corrected by using the corresponding weights (see Eq.(24) later) in the importance sampling stage. In the Appendix, we outline a fast algorithm for solving the optimisation problem (20) with a very low computational cost.

In the rest of this section discusses how to construct the proposal distributions from which particles will be drawn.

First, after an approximate mode \( \lambda^i_k \) is obtained, indexes \( I^i_k \), \( i = 1, \ldots, N \), with a probability proportional to \( w^i_{k-1} p(z_k | \lambda^i_k ) p(\lambda^i_k | x^i_{k-1} ) \) can be drawn in the resampling stage.

Next, for each given \( I^i_k \), we choose the proposal distribution \( \pi(x_k | I^i_k ) \) to be the transition distribution \( p(x_k | x^i_{k-1} ) \) translated in a way such that it has its mode at \( \lambda^i_k \), where the index \( I^i \) is obtained from the resampling stage. We denote this proposal distribution by \( \pi(x_k | \lambda^i_k ) \). Specifically, we choose

\[
\pi(x_k | \lambda^i_k ) = p(x_k - \lambda^i_k + \bar{x}^i_k | x^i_{k-1}).
\] (21)

As shown in (21), shifting the probability mass towards the constraint region results in the proposal density (21) closer to the optimal one with a heavier tail of the density, leading to an increase in the probability of drawing particles in the constraint region.

We then draw a particle from the above proposal distribution for each given \( I^i_k \). In doing so, the particle drawn from this proposal distribution has a much high probability to comply with the constraints because the computation of \( \lambda^i_k \) has taken into account the soft constraints.

To illustrate this sampling process, we return to the previous example where the state soft-constraint is defined as \( g(x_k) - \gamma \leq 0 \) with \( g(x_k) = 3 - x_k \) and \( \gamma \sim \mathcal{T}\mathcal{N}(\gamma ; 0, 1) \), and the state transition distribution at time \( k \) is \( p(x_k | x^i_{k-1} ) = \mathcal{N}(x_k; 1, 1) \). Fig.2 displays two distributions, i.e. the transition distribution \( p(x_k | x^i_{k-1} ) \) and \( \pi(x_k | \lambda^i_k ) \) in (21). It can be seen from Fig.2 that, if the transition distribution \( p(x_k | x^i_{k-1} ) \) (represented by the dotted line with the mode of 1) is used as the proposal distribution, then it has a very low probability of complying with the constraint \( g(x_k) = 3 - x_k \leq 0 \). The new proposal distribution in (21), \( \pi(x_k | \lambda^i_k ) \) (the solid line), has the model of around 2.29. As a result, the chance that the particles drawn from this new proposal distribution comply with the soft-constraint is substantially increased, as
illustrated in Fig. 2.
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Fig. 2. An illustration of the new proposal distribution for a soft inequality constraint

Finally, we note that, comparing to the direct sampling from the transition distribution $p(x_k|x_{k-1}^i)$, the importance weights need to be adjusted by a factor

$$
\rho_k^i = \frac{p(x_k|x_{k-1}^i)}{\pi(x_k|x_{k-1}^i)}.
$$

(22)

We summarise the overall filtering process as follows. First, with the particles $\{x_{k-1}^i; w_{k-1}^i\}_{i=1}^N$, we can rewrite the posterior pdf to be

$$
p(x_k|z_{1:k}, C_{1:k})
\propto \sum_{i=1}^N w_{k-1}^i p(z_k|x_k)p(C_k|x_k)p(x_k|x_{k-1}^i)
= \sum_{i=1}^N p(z_k|x_k)p(C_k|x_k)p(x_k|x_{k-1}^i)
\times \frac{p(z_k|\lambda_k^i)p(\lambda_k^i|x_{k-1}^i)\pi_k^i(x_k)}{\alpha_k^i(x_k)}
\times \frac{w_{k-1}^i p(z_k|\lambda_k^i)p(\lambda_k^i|x_{k-1}^i)\pi_k^i(x_k)}{\alpha_k^i(x_k)}.
$$

(23)

At the resampling stage, the particles from time $k - 1$ are selected with the probabilities proportional to $\alpha_k^i$ for propagation. This results in a set of indexes $I_k^i$ ($i = 1, \ldots, N$). Next, each new particle $x_k^i$ at time $k$ is drawn from the proposal distribution $\pi_k^i(x_k) = \pi(x_k|\lambda_k^i)$. Correspondingly, the weight $\tilde{w}_k^i(x_k^i)$ is updated as

$$
\tilde{w}_k^i(x_k^i) = \frac{p(z_k|x_k^i)p(C_k|x_k^i)p(x_k^i|x_{k-1}^i)}{p(z_k|\lambda_k^i)p(\lambda_k^i|x_{k-1}^i)\pi_k^i(x_k^i)}
$$

(24)
subject to the normalisation. Note that, from (23), the weights as defined in (24) ensure that the obtained particles constitute a representative sample of the true posterior distribution. The essentials of the soft-constrained APF (scAPF) at time \( k \) are outlined in Algorithm 2.

**Algorithm 2 Soft-Constrained APF Algorithm (scAPF)**

**Require:** weighted samples: \( \{ x_{k-1}^i, w_{k-1}^i \}_{i=1}^N \)

1: for \( i = 1 : N \) do
2: if \( g_{j,k}(x_k^i) \leq 0, \forall j \in \{1, \ldots, n_c\} \) then
3: Set \( \lambda_k^i = \bar{x}_k^i = f_{k-1}(x_{k-1}^i) \)
4: else
5: Calculate mode \( \lambda_k^i \) by solving (20)
6: end if
7: Calculate auxiliary weight \( \alpha_k^i \) defined in (23)
8: end for

**Ensure:** Samples with auxiliary weights: \( \{ x_{k-1}^i, \alpha_k^i \}_{i=1}^N \)

9: for \( i = 1 : N \) do
10: Draw a index \( I_k^i = j, j \in \{1, \ldots, N\} \), according to probability proportional to \( \alpha_k^j \)
11: Draw a new particle \( x_k^i \) from \( \pi(x_k | \lambda_k^i) \) in (21)
12: Update weight \( \tilde{w}_k^i \) according to (24)
13: end for
14: Weight normalisation such that \( w_k^i = \frac{\tilde{w}_k^i}{\sum_{i=1}^N \tilde{w}_k^i} \)

**Ensure:** new samples: \( \{ x_k^i, w_k^i \}_{i=1}^N \)

V. Numerical Simulation

A. Simulation scenario

In this section, the proposed soft-constrained particle filters are evaluated and compared using an airborne target tracking example. The scenario employs an unmanned aerial vehicle (UAV) equipped with a gimballed camera to track a ground vehicle manoeuvring on a road section (see Fig. 3). The camera can be considered as a bearing-only sensor which provides the azimuth angle (\( \zeta \)) and elevation angle (\( \eta \)) to the target with respect to the sensor platform [32]. Without loss of generality, this paper assumes a flat ground and a known sensor position at the altitude \( z^s = 100 \)m above the origin of the
local coordinate. Thus, the observation model can be simplified as

\[
\mathbf{z}_k = h(\mathbf{x}_k) = \begin{bmatrix}
\zeta_k \\
\eta_k \\
\end{bmatrix} = \begin{bmatrix}
\arctan_2(y_k, x_k) \\
\arctan_2(z^s, \sqrt{x_k^2 + y_k^2}) \\
\end{bmatrix} + \mathbf{v}_k
\] (25)

where \( \mathbf{x}_k = [x_k \ y_k \ \dot{x}_k \ \dot{y}_k]^T \) is the target’s state vector consisting of the vehicle position and velocity components in the \( x \) and \( y \) directions, and the sensor noise \( \mathbf{v}_k \) is modelled as a two-dimensional Gaussian zero-mean vector with covariance \( R = \text{diag}\{2 \times 10^{-4}\text{rad}^2, 2 \times 10^{-4}\text{rad}^2\} \).

![Airborne target tracking scenario](image)

We assume that the target vehicle travels on the road section as displayed in Fig. 3. The dynamics of the target vehicle is described by a nearly-constant-velocity model that is widely used in the literature [33]:

\[
\mathbf{x}_{k+1} = \begin{bmatrix}
1 & 0 & T & 0 \\
0 & 1 & 0 & T \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \mathbf{x}_k + \mathbf{w}_k
\] (26)

where \( T = 0.2s \) is the sampling interval, and \( \mathbf{w}_k \) is a Gaussian process noise with zero mean and covariance matrix \( Q \) defined as

\[
Q = \begin{bmatrix}
\frac{T^3}{3}q_1 & 0 & \frac{T^2}{2}q_1 & 0 \\
0 & \frac{T^3}{3}q_2 & 0 & \frac{T^2}{2}q_2 \\
\frac{T^2}{2}q_1 & 0 & Tq_1 & 0 \\
0 & \frac{T^2}{2}q_2 & 0 & Tq_2 \\
\end{bmatrix}.
\] (27)
The process noise intensity $q_1$ and $q_2$ are chosen as $q_1 = q_2 = 0.8\text{m}^2/\text{s}^3$.

In addition to the dynamic model, other information about the vehicle’s behaviour is also exploited in the tracking process. First, the vehicle position is constrained by the road boundary defined by the following two polynomial curves:

$$g_{1,k} = y_k - (b_3 x_k^3 + b_2 x_k^2 + b_1 x_k + b_0 + b_w)$$
$$g_{2,k} = (b_3 x_k^3 + b_2 x_k^2 + b_1 x_k + b_0 - b_w) - y_k$$

where $b_3 = 5 \times 10^5$, $b_2 = -0.004$, $b_1 = -0.2$ and $b_0 = 125$ are coefficients of the polynomials and $b_w = 2.5$ is the distance from the central line to the road boundary. It also assumes that the speed limit for this road section is $\bar{V} = 12.5\text{ m/s}$ so that the speed constraint can be defined as $g_{3,k} = (x_k^2 + y_k^2)^{\frac{1}{2}} - \bar{V}$. The uncertainties about the road boundaries and the possibility of violating the speed limit are characterised by the random variables that follow an exponential distribution $\gamma \sim \mathcal{E}(\gamma; \mu)$, where $\mu$ is the mean of the distribution. Consequently, the soft state constraints can be formulated as

$$\begin{bmatrix} g_{1,k}(x_k) \\ g_{2,k}(x_k) \\ g_{3,k}(x_k) \end{bmatrix} - \begin{bmatrix} \gamma_1 \\ \gamma_2 \\ \gamma_3 \end{bmatrix} \leq 0$$

where we choose $\gamma_1 \sim \mathcal{E}(\gamma_1; 0.25)$, $\gamma_2 \sim \mathcal{E}(\gamma_2; 0.25)$ and $\gamma_3 \sim \mathcal{E}(\gamma_3; 1)$.

The example target trajectory is depicted in Fig. 4, where the vehicle initial position is $(90, 109)$. It can be seen that the vehicle first travels close to the lower boundary and then moves to the other side of the road. During the transition, the vehicle temporarily drives outside of the nominal boundary. The vehicle speed profile against the speed limit is also illustrated in Fig. 5.

For this target tracking scenario, simulation experiments were carried out on a PC with 3.4GHz CPU. For each simulation experiment, 100 Monte Carlo runs were performed where different realisations of the measurement noises were generated based on the example trajectory. In the state estimation, the initial prior distribution was chosen as a Gaussian distribution with mean $\hat{x}_0 = [85, 119, -14, -2]^T$ and covariance matrix $P_0 = \text{diag}\{10, 10, 2.5, 2.5\}$. The performances of the proposed filters are evaluated using the following criteria: (a) estimation accuracy as measured by mean square error (MSE) of the position-related states; (b) the ratio of the ESS to the total number of particles $N$ in percentage term (PESS) as a measure of particle quality; and (c) the mean computation time (CT) for one time step in the simulation experiment. The values of MSE, PESS and CT averaged over the 100 MC runs are reported in this paper, together with the corresponding standard deviation (SD) of the position MSE.
B. Impact of different optimisation strategies

The scAPF developed in this paper involves solving a number of optimisation problems. To make this algorithm computationally feasible in practice, a fast algorithm is proposed in the Appendix which produces sub-optimal solutions. This fast algorithm is based on the quasi-Newton method, with 1-iteration and 2-iterations respectively, to approximate the exact solution; the latter is obtained using the Matlab \textit{fminunc} function in the following experiments. The approximations will then be rectified statistically by using the weight update function (24) in the scAPF. The first part of our simulation experiments aims to investigate the estimation performances when using the different optimisation strategies.

The simulation results of the scAPF algorithm with different optimisation methods based on $N = 500$ particles are displayed in Table I.
Table I shows that, overall, the scAPF with the proposed fast algorithm and the scAPF with the standard optimisation technique, i.e. Matlab fminunc, have similar performances in terms of average MSE, SD, and PESS. The main drawback of using Matlab fminunc is the high computational load, which may be problematic for some real-time applications. In the following simulation experiments, the scAPF with the quasi-Newton method using only 1-iteration is used for comparison purposes.

### C. Performances of different particles filters in the presence of soft-state constraints

As shown in the literature (e.g. [9], [11], [34]), appropriately incorporating extra knowledge about the target may significantly improve the tracking performance. To demonstrate the benefits of accounting for soft-constraints in the filtering process, several different particle filters are implemented and compared in this subsection. First, the sequential importance resampling (SIR) algorithm and the standard APF are implemented where only sensor information is used for tracking. Next, the proposed soft-constrained PFs are tested, including both the scPF and scAPF. In addition, a recently proposed hard-constrained PF, CAPFA [18], is tested in this tracking scenario. This hard-constrained PF is able to exploit the constraint information but cannot deal with any uncertainty about non-compliance with the constraints.

The simulation experiment results with different particle numbers are summarised in Table II.

It can be seen from Table II that there are several factors influencing the filtering performances. A general trend that can be observed is that a larger number of particles usually results in a better estimation performance at the expense of a higher CT. Other major factors include the exploitation of constraint information and the effectiveness of filtering algorithms.

When the constraint information is not taken into account, the standard SIR delivers much worse estimation accuracy even if a large sample size $N = 1000$ is used, whereas the APF shows some improvements due to the more effective resampling mechanism in this case. In contrast, both soft-constrained filters (scPF and scAPF) demonstrate a significantly improved performance in terms of MSE and the associated SD. If the hard constraint information is embedded into the filtering process, the
TABLE II

<table>
<thead>
<tr>
<th>Filter</th>
<th>N</th>
<th>MSE</th>
<th>SD</th>
<th>PESS (%)</th>
<th>CT (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIR</td>
<td>250</td>
<td>22.45</td>
<td>15.22</td>
<td>61.1</td>
<td>0.004</td>
</tr>
<tr>
<td>APF</td>
<td>250</td>
<td>16.32</td>
<td>9.99</td>
<td>91.5</td>
<td>0.006</td>
</tr>
<tr>
<td>scPF</td>
<td>250</td>
<td>5.15</td>
<td>1.08</td>
<td>54.1</td>
<td>0.007</td>
</tr>
<tr>
<td>scAPF</td>
<td>250</td>
<td>4.45</td>
<td>1.13</td>
<td>68.8</td>
<td>0.016</td>
</tr>
<tr>
<td>CAPFA</td>
<td>250</td>
<td>7.51</td>
<td>3.60</td>
<td>72.7</td>
<td>0.019</td>
</tr>
<tr>
<td>SIR</td>
<td>500</td>
<td>18.25</td>
<td>12.55</td>
<td>61.2</td>
<td>0.007</td>
</tr>
<tr>
<td>APF</td>
<td>500</td>
<td>12.50</td>
<td>7.50</td>
<td>92.6</td>
<td>0.011</td>
</tr>
<tr>
<td>scPF</td>
<td>500</td>
<td>4.53</td>
<td>0.99</td>
<td>55.5</td>
<td>0.013</td>
</tr>
<tr>
<td>scAPF</td>
<td>500</td>
<td>3.99</td>
<td>0.75</td>
<td>70.5</td>
<td>0.028</td>
</tr>
<tr>
<td>CAPFA</td>
<td>500</td>
<td>6.92</td>
<td>4.45</td>
<td>73.6</td>
<td>0.035</td>
</tr>
<tr>
<td>SIR</td>
<td>1000</td>
<td>13.81</td>
<td>7.72</td>
<td>62.0</td>
<td>0.015</td>
</tr>
<tr>
<td>APF</td>
<td>1000</td>
<td>10.29</td>
<td>4.29</td>
<td>93.2</td>
<td>0.022</td>
</tr>
<tr>
<td>scPF</td>
<td>1000</td>
<td>4.05</td>
<td>0.88</td>
<td>56.5</td>
<td>0.027</td>
</tr>
<tr>
<td>scAPF</td>
<td>1000</td>
<td>3.58</td>
<td>0.80</td>
<td>72.0</td>
<td>0.054</td>
</tr>
<tr>
<td>CAPFA</td>
<td>1000</td>
<td>5.72</td>
<td>1.63</td>
<td>74.4</td>
<td>0.065</td>
</tr>
</tbody>
</table>

The resulting filter CAPFA can produce smaller MSEs comparing to their unconstrained counterparts (i.e. SIR and APF). However, because the hard-constrained PF only exploits the particles within the road boundary and within the speed limit, its robustness may be problematic when the sample size \( N \) is small and the initial guess is poor. Moreover, if the target exhibits any temporary violation of those constraints, the performance of the hard-constrained PF will be degraded comparing to the results from the soft-constrained PFs.

Next, we focus on the two proposed soft-constrained PFs. The simulation results show that the scAPF algorithm outperforms the scPF algorithm in terms of MSE and PESS. This is not surprising. The particles generated by the proposal distribution \( p(x_{k|x_{k-1}}) \) in the scPF scheme may stay far away from the constraint area, which in turn may have less weights due to the soft-constraints. The scAPF, on the other hand, is designed to improve this situation by pre-selecting particles that are more compliant with the constraints. At the expense of a manageable computational load, the resulting PESS is much higher than those for the scPF, suggesting that the particles can better represent the posterior distribution [35]. This is not only important for a point estimate represented by the mean or mode of the posterior distribution, but also provides a better foundation for calculating a region in which the target likely lies.
Therefore, depending on application scenarios, one may choose to use the scPF with a less computational load or the scAPF with a better particle quality and more robust performance.

<table>
<thead>
<tr>
<th>Particle Filter</th>
<th>N</th>
<th>MSE</th>
<th>SD</th>
<th>PESS (%)</th>
<th>CT (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPM (α = 0.1)</td>
<td>500</td>
<td>7.60</td>
<td>7.22</td>
<td>52.4</td>
<td>0.008</td>
</tr>
<tr>
<td>SPM (α = 0.2)</td>
<td>500</td>
<td>9.18</td>
<td>8.44</td>
<td>55.3</td>
<td>0.008</td>
</tr>
<tr>
<td>SPM (α = 0.4)</td>
<td>500</td>
<td>11.11</td>
<td>9.57</td>
<td>59.4</td>
<td>0.008</td>
</tr>
<tr>
<td>SPM (α = 0.6)</td>
<td>500</td>
<td>13.18</td>
<td>10.64</td>
<td>61.4</td>
<td>0.008</td>
</tr>
<tr>
<td>SPM (α = 0.8)</td>
<td>500</td>
<td>16.30</td>
<td>13.18</td>
<td>61.5</td>
<td>0.008</td>
</tr>
<tr>
<td>SPM (α = 0)</td>
<td>500</td>
<td>6.13</td>
<td>4.65</td>
<td>53.3</td>
<td>0.016</td>
</tr>
<tr>
<td>SPM (α = 0.2)</td>
<td>1000</td>
<td>6.47</td>
<td>4.34</td>
<td>55.8</td>
<td>0.016</td>
</tr>
<tr>
<td>SPM (α = 0.4)</td>
<td>1000</td>
<td>7.96</td>
<td>6.05</td>
<td>60.0</td>
<td>0.016</td>
</tr>
<tr>
<td>SPM (α = 0.6)</td>
<td>1000</td>
<td>9.92</td>
<td>6.31</td>
<td>62.0</td>
<td>0.016</td>
</tr>
<tr>
<td>SPM (α = 0.8)</td>
<td>1000</td>
<td>12.50</td>
<td>6.83</td>
<td>62.2</td>
<td>0.016</td>
</tr>
<tr>
<td>SIR</td>
<td>1000</td>
<td>13.81</td>
<td>7.72</td>
<td>62.0</td>
<td>0.015</td>
</tr>
<tr>
<td>scPF</td>
<td>1000</td>
<td>4.05</td>
<td>0.88</td>
<td>56.5</td>
<td>0.027</td>
</tr>
</tbody>
</table>

Finally, we closely look into the proposed soft-constrained particle filtering algorithms in comparison with the Soft Pseudo-Measurement (SPM) PF in [10]. The pioneering work in [10] developed a particle filter following a SIR structure but also adopting a modified likelihood function to incorporate soft-constraints, such that

\[
\Pr\{C_k|x_k\} = \begin{cases} 
1, & \text{if } g(x_k) \leq 0; \\
\alpha, & \text{otherwise},
\end{cases}
\]

where \(0 \leq \alpha \leq 1\) is a constant to be chosen based on the frequency at which the constraint has been violated. If \(\alpha\) is set to 0, the above constraints become hard constraints, whereas if \(\alpha = 1\) it reduces to the ordinary SIR PF without constraints. The MC simulation results with different \(\alpha\) settings are given in Table III. It can be seen that the best MSE performance of the SPM PF is greatly dependent on the appropriate value of \(\alpha\) in the MC simulation runs. Overall, however, because \(\alpha\) is set to be a constant value rather than a state-dependent likelihood function as defined in (5), usually the soft constraints (31) cannot accurately reflect the nature of the constraints, and consequently its numerical performance is not ideal.
VI. Conclusions

This paper investigates particle filtering for nonlinear/non-Gaussian systems with soft inequality constraints. We have extended the existing formulation in literature in twofold: (i) the constraint formulation $g_k(x_k)$ is generalized from linear to nonlinear, and (ii) the probabilistic measure for uncertainties is extended from Gaussian to non-Gaussian.

With the proposal distribution chosen as the state transition distribution, we have proposed the scPF algorithm to deal with soft constraints. In addition, to further improve the performance and circumvent the difficulty of a relatively low ESS, we have developed a novel scAPF algorithm. The proposed scAPF fully exploits the advantages of the traditional APF that probabilistically selects particles for propagation by using the likelihood information. Specifically, the scAPF utilizes the soft-constraint information to define the auxiliary variable for particle propagation in the resampling stage and develops a new proposal distribution in the importance sampling stage so that the generated samples are more likely to comply with the soft-constraints.

A Monte Carlo simulation study is carried out to evaluate the performances of the scPF and scAPF algorithms. The numerical results show that the proposed fast optimisation method spends only a fraction of time used by the standard “fminunc” method in Matlab with little price of performance degradation. The simulation study also shows the advantages of incorporating soft state constraints in particle sampling: the accuracy as measured by MSE is considerably improved in comparison with the standard APF for which the soft-constraint information is not utilised. The proposed scPF and scAPF also outperform the particle filters with hard constraints in terms of accuracy as measured by MSE.

The developed algorithms in this paper can be applied to a wide range of areas where the systems under investigation are nonlinear and/or non-Gaussian, and the state vectors are subject to soft constraints. Examples may include ground vehicle tracking, air traffic monitoring, maritime navigation, and the other areas beyond target tracking such as networked systems [36] and source term estimation [37]. Finally, we point out that, for those applications where a continuous-time dynamic system is discretised, the information provided by soft state constraints can be applied in a higher sampling rate than the sensor measurements, and hence having a potential to further increase the filtering performance.
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APPENDIX

A FAST ALGORITHM FOR OPTIMISATION PROBLEMS

In this appendix, we investigate a fast algorithm for the optimisation problems in Section IV-B based on the quasi-Newton method which only takes one or two iterations.

Suppose that the starting point of the $i$-th optimisation problem (20) at time step $k$ is chosen as $x_{(0)} = \bar{x}_k^i$, where superscript $i$ for particle index and the subscript $k$ for time step are suppressed for the sake of simplicity. The quasi-Newton method uses the iteration $x_{(m+1)} = x_{(m)} + \tau_{(m)} d_{(m)}$ to approach the optimal solution, where the subscript $m$ denotes the number of iteration, $\tau_{(m)}$ is the step length and $d_{(m)}$ is the searching direction. The step length $\tau_{(m)}$ can be determined by an inexact line search satisfying the Wolfe condition. The search direction is defined as $d_{(m)} = H^{-1} \nabla J(x)|_{x=x_{(m)}}$, where $\nabla J$ and $H$ are the gradient and Hessian matrix of the cost function, respectively, both evaluated at $x_{(m)}$.

By recalling the cost function (20), the gradient can be derived as

$$\nabla J(x_{(m)}) = V_{k-1}^i (x_{(m)} - \bar{x}_k^i) + D_{k-1}^i + \nabla G_k(x_{(m)})$$

where

$$\nabla G_k(x) = -\sum_{j=1}^{n_c} \frac{\nabla \phi_j(x_{(m)})}{\phi_j(x_{(m)})}$$

$$= \sum_{j=1}^{n_c} p_{\gamma_j} g_{j,k}(x_{(m)}) \nabla g_{j,k}(x_{(m)})$$

As the Hessian matrix is usually complicated and the cost for calculating its inverse can be expensive, the quasi-Newton method is adopted to approximate Hessian inverse using BFGS algorithm. Specifically we

1) Set $s_{(m)} = x_{(m+1)} - x_{(m)}$ and $y_{(m)} = \nabla J_{(m+1)} - \nabla J_{(m)}$;

2) Update Hessian inverse $H_{(m+1)}^{-1} = \left( I - \frac{s_{(m)}y_{(m)}^T}{y_{(m)}^T s_{(m)}} \right) H_{(m)} \left( I - \frac{y_{(m)}s_{(m)}^T}{y_{(m)}^T s_{(m)}} \right) + \frac{s_{(m)}s_{(m)}^T}{y_{(m)}^T s_{(m)}}$.

Because this optimisation problem is embedded in the particle filtering framework, solving the optimisation problem does not need to be accurate but fast. Thus, only one or two iterations will be used depending on the settings of the original Bayesian estimation problem.
For the special case where truncated Gaussian distributions $\mathcal{T}_N(\gamma_j; 0, \sigma_j^2)$ are used, the gradient in (33) can be re-written as

$$\nabla G_k(x_{(m)}) = \sum_{j=1}^{n_c} \mathcal{T}_N(g_{j,k}(x_{(m)}); 0, \sigma_j^2) \nabla g_{j,k}(x_{(m)}) 2 \prod_{j=1}^{n_c} \left[ 1 - \Phi(g_{j,k}(x_{(m)}); 0, \sigma_j^2) \right].$$  \hspace{1cm} (34)

Note that when the probability of satisfying $j$-th constraint $\phi_{j,k}(x_{(m)})$ is close to zero, the inequality relations of Mill's ratio for normal distributions [38] can be used to find an approximation of (34) in order to avoid any numerical issue.

On the other hand, if the exponential distribution $\mathcal{E}(\gamma_j; \mu_j)$ is used in (33), a much simpler expression can be derived, such that $\nabla G_k(x_{(m)}) = \sum_{j=1}^{n_c} \mu_j^{-1} \nabla g_{j,k}(x_{(m)}).$
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