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Abstract:

This paper discusses the compensation of the transmission delay in a networked control system (NCS) with a state feedback, which possesses a randomly varying transmission delay and uncertain process parameters. The compensation is implemented by using a buffer in the actuator node and a state estimator in the controller node. A Linear Matrix Inequality (LMI) based sufficient condition for the stability of the NCS under the designed compensation is proposed. The simulation results illustrate the efficiency of the compensation method.
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1. INTRODUCTION

As the development of network technologies, more and more communication networks are used in industrial control. Applications of NCS include internet-based process control [1, 2, 3], internet-based robotics [4], fieldbus based NCS and Ethernet based NCS [5] etc. The advantages of NCS are reducing cost of cabling, ease system diagnosis and maintenance, increasing modularity and flexibility in system design.

However, the network transmission delays degrade the system dynamic performance and affect the stability of NCS. The network transmission delay is time varying and stochastic. There are two ways to overcome the transmission delay [2]. One is to improve the quality of network transmission by optimising communication protocols and adopting hardware devices with high performance so that the network-induced delays can be ignored. The other is to counteract the effect of network-induced delays on the system by using control theory approaches such as time-delay compensation, stochastic optimal control, predictive control, and robust control etc.

Rich literatures have been published on the NCSs. Zhang et al. [6] analysed the stability of NCSs, and achieved some important results based on the assumption that transmission delay is less than a sampling period and the data are transmitted in a single packet. Walsh et al. [7] considered a NCS in which the network is inserted between continuous plant and continuous controller, and introduced the notion of Maximal Allowable Transfer Interval (MATI), which is the maximum time interval between transfers of data from sensors to a controller. Their goal is to find the MATI that guarantees the stability of NCSs. Montestruque and Antsaklis [8] focused on reducing the network usage by using the knowledge of the plant dynamics. Necessary and sufficient conditions for stability of NCSs with a state feedback and an output feedback were derived respectively. Luck and Ray [9] modelled the network-induced delays as a constant by building buffers in the controller node and the actuator node respectively. The disadvantage of this method is prolonging the network-induced delay. Model Predictive Control (MPC) has been used in NCS to deal with random delay [2, 10, 11]. Gang et al. [10] considered MPC based NCS with stochastic time delay. Srinivasagupta et al. [11] used the global time stamps to determine the current and previous delays in NCS. Yang et al. [2] implemented a Dynamic Matrix Control (DMC) based time delay compensator over the Internet in a real laboratory rig. Liu et al. [12] introduced a hardware implementation for their MPC based NCS. Random communication delays, varying sensor delays and missing measurements have been also considered in the NCS research [13, 14].
Distinguish from the existing works this paper considers both stochastic transmission time delays in feedback and feed-forward channels and uncertain process parameters in NCS. A buffer is setup in the actuator node for saving the latest available corresponding control actions. The current time delay is calculated by comparing the current time with the time stamp received from the sensor node. If no time delay occurs in feedback channel, updated control actions for multi-step forward instants are generated in terms of the prediction of the states in the future instants. Otherwise, the control actions are generated based on the available measured states received from the sensor node for delayed instants. In both cases the control actions are generated in the control node and sent to the buffer in the actuator node. The actuator node applies only the control action for the current instant saved in the buffer to the plant. A sufficient stability condition is achieved for this particular model predictive control system with time delay compensation. These results may be useful in many practical situations.

This paper is organized as follows. In Section 2, a model of NCSs is given with a few of assumptions. A transmission delay compensation method is proposed in Section 3. The stability analysis for NCSs is addressed in Section 4. Section 5 illustrates the simulation results, which demonstrate the accuracy of the proposed method. Section 6 is the conclusions. The appendix gives the detailed proof of the stability theorem.

2. MODELLING OF THE NCS

Consider a class of ordinary NCS as shown in Fig. 1. It consists of a plant described in an uncertain discrete linear model.

\[
\begin{align*}
X(k+1) &= (A + \Delta A)X(k) + (B + \Delta B)U(k) \\
Y(k) &= CX(k)
\end{align*}
\]

and a discrete controller

\[
U(k) = h(k - r_k^{ca}) - KX(k - r_k), \quad k = 0, 1, 2, \ldots,
\]

where \( X \in \mathbb{R}^{n_x} \) is the state vector; \( U \in \mathbb{R}^{n_u} \) is the control input vector; \( A \in \mathbb{R}^{n_x \times n_x} \) and \( B \in \mathbb{R}^{n_x \times n_u} \) are known constant real matrices; \( \Delta A \) and \( \Delta B \) are matrix-valued functions of appropriate dimension representing time-varying parameter uncertainties in the plant model. \( K \in \mathbb{R}^{n_u \times n_x} \) is the feedback control matrix. \( r_k \) is the total transmission delay at instant \( k \) which equals the sum of the sensor-to-controller delay, denoted as \( r_k^{sc} \), and the controller-to-actuator delay, denoted as \( r_k^{ca} \). All the time delays \( r_k^{sc} \), \( r_k^{ca} \) and \( r_k^{ca} \) are rounded to an integer multiple of the sampling interval by including the various waiting times at the controller node and the actuator node into them respectively. The set-point \( h(k) \) is normally set as zero without losing generalities.
As usual, the parameter uncertainties considered are assumed to be norm bounded and satisfy

\[
[\Delta A \Delta B] = DF(k)[E_1 \ E_2]
\]

where \(D, E_1, E_2\) are known real matrixes of appropriate dimension that represent the structure of uncertainties, and \(F(k) \in \mathbb{R}^{n \times 2}\) is unknown matrix function and satisfies

\[
F^T(k)F(k) \leq I
\]

in which \(I\) is the identity matrix with an appropriate dimension.

The following assumption is made for the NCS: The total transmission delay \(r_k\) is bounded and stochastically varying, i.e. \(0 \leq r_k \leq m\), where \(m\) is an integer, which can be estimated according to the maximum time delay under the normal network condition. In case the network temperately collapses, the time delay will be greater than \(m\), and the latest available control action will keep being used until the network recoveries.

Based on the above assumptions the actuators may receive zero, one, or more than one (up to \(m\)) control action packets from the controller during a single sampling interval. If the actuators receive no control action packets during any sampling interval \([t_k, t_{k+1})\), \(u_k\) in the last received control action packet will continue to act on the plant during the next sampling interval \([t_{k+1}, t_{k+2})\). If the actuators receive more than one control action packets during any sampling interval \([t_k, t_{k+1})\), only the most recent received control action packet is kept and the actuators will discard the others.

Concerning the random transmission time delay, the state feedback controller shown in Equation (2) can be represented as follows:

\[
U(k) = -K \sum_{i=0}^{m} \delta(r_k - i)X(k-i), \quad k = 0, \ 1, \ \cdots, \quad \delta(r_k - i) = \begin{cases} 0 & r_k \neq i \\ 1 & r_k = i \end{cases}
\]

\[
\sum_{i=0}^{m} \delta(r_k - i) = 1
\]

\(r_k\) represents the NCS random network transmission delay rounded to an integer, \(r_k \in \mathcal{R} = \{0, \ 1, \ \cdots, \ m\}\).

In spirit being similar to ones made by Nilsson [15], but easier to implement time delay compensation, a further rational assumption is made as follows:
Let \( \{ r_k, \ k > 0 \} \) be a Markov chain with the state space \( \varphi = \{ 0, \ 1, \ \ldots, \ m \} \) and the transition probabilities are
\[
P^r_{ij} = \begin{cases} \end{cases} \quad \text{for all } i, j \in \{ 0, \ 1, \ \ldots, \ m \}
\]
Here \( P^r_{ij} \geq 0 \) and \( \sum_{j=0}^{m} P^r_{ij} = 1 \).

3. COMPENSATION OF TRANSMISSION DELAY AT FEEDBACK AND FEEDFORWARD CHANNELS

For the sake of simplicity, a two-step design strategy is used in this study. A state feedback controller is firstly designed without considering the effect of NCS, and then a controller node and an actuator node are designed to compensate the effect of the sensor-to-controller delay and the controller-to-actuator delay. Fig. 2 illustrates the principle of the compensation of the transmission delay for NCS. A process model is located in the controller node in order to predict the future performance of the plant based on the latest available measured states. A buffer is located in the actuator node in order to compensate the effect of the transmission time delay.

3.1 Compensation of the transmission delay at the sensor-to-controller channel

Suppose the latest plant state received by the controller node is \( X(k) \). The controller will predict the next \( m \) plant states based on this measured plant state \( X(k) : \hat{X}(k+1), \hat{X}(k+2), \hat{X}(k+m) \), calculate the current and future \( m \) control actions: \( U(k), U(k+1), \ldots, U(k+m) \) and then transmit them to the actuator node together with the time stamp received from the sensor node. The current control action \( U(k) \), the prediction of the plant states and the future control actions at instants \( k+1, k+2, \ldots, k+m \) based on the measured plant state \( X(k) \) are as follows:

\[
\begin{align*}
U(k) &= -KX(k) \\
\hat{X}_{k+1|k} &= (A - BK)^{\dagger} X(k) \\
U_{k+i|k} &= -K\hat{X}_{k+i|k} \\
i &\in \{ 1, \ 2, \ \ldots, \ m \}
\end{align*}
\]

where \( \hat{X}_{k+i|k} \) and \( U_{k+i|k} \) are denoted as the prediction of the plant state and the future control action at instant \( k+i \) based on the measured state \( X(k) \).
In general, if the latest available plant state received by the controller node is \( X(k-j), \quad j \in [0, 1, \ldots, m] \), the prediction of the plant states and the future control actions based on them at instant \( k+i \), \( i \in [1, 2, \ldots, m] \) can be represented as follows:

\[
\begin{align*}
U(k-j) &= -KX(k-j) \\
\tilde{X}_{k+i|k-j} &= (A - BK)^{i+j} X(k-j) \\
U_{k+i|k-j} &= -K\tilde{X}_{k+i|k-j} \\
i &\in [1, 2, \ldots, m] \quad j \in [0, 1, \ldots, m]
\end{align*}
\]

where \( \tilde{X}_{k+i|k-j} \) and \( U_{k+i|k-j} \) are denoted as the prediction of the plant state and the future control action at instant \( k+i \) based on the measured state \( X(k-j) \).

3.2 Compensation of the transmission delay at the controller-to-actuator channel

Once a new measured plant state \( X(k-j), \quad j \in [0, 1, \ldots, m] \) is received by the controller node, the sensor-to-controller time delay \( r_{k}^{sc} \) will be calculated by comparing the current time with the time stamp received from the sensor node, and then rounded to an integer multiple of the sampling interval by adding a waiting time at the controller node into the delay, i.e. \( j = r_{k}^{sc} \). Based on the latest available plant state \( X(k-r_{k}^{sc}) \) the control actions \( U(k), U(k+1), \ldots, U(k+m) \) are calculated according to Equation (8) and then sent to the actuator node. Once the control action packet is received by the actuator node the controller-to-actuator time delay \( r_{k}^{ca} \) will be calculated by comparing the current time with the time stamp received from the controller node and then rounded to an integer multiple of the sampling interval by adding a waiting time at the actuator node into the delay. The control actions available for the plant are \( U(k-r_{k}^{ca}), U(k+1-r_{k}^{ca}), \ldots, U(k+m-r_{k}^{ca}) \), which are saved in the buffer at the actuator node. The actuator node will choose \( U(k) \) from the above list as the current control action acting on the plant. At instant \( k+1 \), i.e. the next sampling instant, if no any new control action packet is received from the controller node, \( U(k+1) \) found from the control action packet \( U(k-r_{k}^{ca}), U(k+1-r_{k}^{ca}), \ldots, U(k+m-r_{k}^{ca}) \) will be used for the plant. If more than one control action packets are received only the packet with the latest time stamp will be saved in the buffer. This is used to deal with the situations of package disorder and package loss.

3.3 Unified form of the state feedback controller

Being similar with the uncompensated control action shown in Equation (5) the compensated control action obtained in the controller node and saved in the actuator node at instant \( k \) can be formulised as follows:
\[ U(k) = \sum_{i=0}^{m} \delta(r_k - i) U_{k|i-k} \]
\[ = -K \sum_{i=0}^{m} \delta(r_k - i) \hat{X}_{k|i-k} \]

where \( k = 0, 1, \ldots \), \( \delta(r_k - i) = \begin{cases} 0 & r_k \neq i \\ 1 & r_k = i \end{cases} \), and \( \sum_{i=0}^{m} \delta(r_k - i) = 1 \)

If the network temporarily collapses \( r_k \) may be greater than \( m \). The latest available \( U(k + m - r_k^{ca}) \) from the buffer will keep being used as the control action on the plant until the network recovers and a new control action packet is received. Equation (9) has involved the compensation of the total transmission delay \( r_k \) since it compensates the controller-to-actuator transmission delay \( r_k^{ca} \) in the actuator node and the sensor-to-controller transmission delay \( r_k^{sc} \) in the controller node when predicting the current state.

4. STABILITY ANALYSIS

Define \( e_{k|k-i} = X_k - \hat{X}_{k|k-i} \) as the state error between the real state of the plant and the state estimation at instant \( k \) generated based on the measured state of the plant at instant \( k-i \). The method of the stability analysis used here is first to establish an extension model for the current state \( X(k) \) and the predicted state errors \( e(k) \), obtained by using the latest measured states at instant \( k \) with various time delays \( r_k \in \varphi = \{0, 1, \ldots, m\} \), and then to find a stability condition for the extended model. Therefore, if the extended model is stable under this stability condition the predicted state errors \( e(k) \) will approach to zero and the compensated networked control system will be stable under this condition.

The extended state vector, denoted as \( Z(k) \), is given in Equation (10).

\[
Z(k) = \begin{bmatrix}
X(k) \\
e_{k|k-m} \\
e_{k|k-m+1} \\
\vdots \\
e_{k|k-1}
\end{bmatrix}
\]

Because of the random time delay \( r_k \in \varphi = \{0, 1, \ldots, m\} \), the latest available plant state used by the controller node for the control action calculation and saved at the actuator node at instant \( k \) will be one of \( X(k), X(k-1), \ldots, X(k-m) \), depending on the actual total transmission delay \( r_k \). Equations (11) and (12) give the control actions and the estimations of the state at the same instant \( k+1 \), but are based on the available measured states at instants \( k, k-1, \ldots, k-m+1 \) respectively.
Combining Equations (1), (9), (11) and (12) the state errors at instant $k+1$ based on the real measured states at instants $k, k-1, \ldots, k-m+1$ can be given as follows:

\[
\begin{cases}
    e_{k+1|k} = (\Delta A - \Delta BK)X_k + \Delta BK \sum_{i=1}^{m} \delta(r_k - i)e_{k|k-i} \\
    \vdots \\
    e_{k+1|k-m+1} = (\Delta A - \Delta BK)X_k + (A - BK)e_{k|k-m+1} + (B + \Delta B)K \sum_{i=1}^{m} \delta(r_k - i)e_{k|k-i}
\end{cases}
\]  

Therefore, by using the notation shown in Equation (10) the extended model of the networked control system with the time-delay compensation can be described by

\[
Z(k+1) = [A + \Delta A + (\Gamma(r_k) + \Delta \Gamma(r_k))L]Z(k)
\]  

where,

\[
\begin{bmatrix}
    A & 0 & \cdots & 0 \\
    0 & A & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & A \\
    0 & 0 & \cdots & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
    \Delta A & 0 & \cdots & 0 \\
    \Delta A & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    \Delta A & 0 & \cdots & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
    -B & \delta(r_k-m)B & \delta(r_k-m+1)B & \cdots & \delta(r_k-1)B \\
    0 & \delta(r_k-m)B & \delta(r_k-m+1)B - B & \cdots & \delta(r_k-1)B \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
    0 & \delta(r_k-m)B & \delta(r_k-m+1)B & \cdots & \delta(r_k-1)B - B \\
    0 & 0 & \cdots & \cdots & 0
\end{bmatrix}
\]
\[
\Delta \Gamma(t_k) = \begin{bmatrix}
-\Delta B & \delta(t_k - m)\Delta B & \ldots & \delta(t_k - 1)\Delta B \\
-\Delta B & \delta(t_k - m)\Delta B & \ldots & \delta(t_k - 1)\Delta B \\
\vdots & \vdots & \ddots & \vdots \\
-\Delta B & \delta(t_k - m)\Delta B & \ldots & \delta(t_k - 1)\Delta B 
\end{bmatrix}
\]

\[
L = \text{diag}[K, K, \cdots K]
\]

(15)

With the assumption shown in Equations (3) and (4), \(\Delta \Lambda\) and \(\Delta \Gamma(t_k)\) can be expressed as:

\[
[\Delta \Lambda \ \Delta \Gamma(t_k)] = \hat{D}\hat{F}(k)[\hat{E}_1 \ \hat{E}_2(t_k)]
\]

(16)

where

\[
\hat{D} = \text{diag}[D, D, \cdots D]
\]

\[
\hat{F} = \text{diag}[F, F, \cdots F]
\]

\[
\hat{E}_1 = \begin{bmatrix}
E_1 & 0 & \ldots & 0 \\
E_1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
E_1 & 0 & \ldots & 0 
\end{bmatrix}
\]

\[
\hat{E}_2(t_k) = \begin{bmatrix}
-E_2 & \delta(t_k - m)E_2 & \ldots & \delta(t_k - 1)E_2 \\
-E_2 & \delta(t_k - m)E_2 & \ldots & \delta(t_k - 1)E_2 \\
\vdots & \vdots & \ddots & \vdots \\
-E_2 & \delta(t_k - m)E_2 & \ldots & \delta(t_k - 1)E_2 
\end{bmatrix}
\]

and

\[
\hat{F}^T(k)\hat{F}(k) \leq I
\]

(17)

The following sufficient stability condition is achieved for the NCS with the predictive compensation shown in Fig. 2.
Theorem: The NCS shown in Equation (1) with the time-delay compensation described by Equations (7), (8), and (9) is robust stochastically stable if there exist $\Pi_i > 0, i = 1, \ldots, m, a$ matrix $L$ described by Equation (15) and a scalar $\epsilon_i > 0, i = 1, \ldots, m$ satisfying the following $m$ linear matrix inequalities:

$$
M_i = \begin{bmatrix}
-P_i & P_i \hat{X}^T W_i + P_i \hat{X} W_i & P_i \hat{X} \hat{E}_2 & (i) + P_i \hat{E}_1^T \\
* & -\epsilon + \epsilon_i W_i^T \hat{D} \hat{D}^T W_i & 0 & 0 \\
* & * & -\epsilon_i I
\end{bmatrix} < 0
$$

(18)

where

$$
W_i = \begin{bmatrix}
\sqrt{P_{i1}} \mathbb{I} & \cdots & \sqrt{P_{im}} \mathbb{I}
\end{bmatrix}, i = 1, \ldots, m.
$$

$$
Q = \text{diag}\{P_1, \ldots, P_m\}
$$

$P_{ij} (j = 1, \ldots, m)$ is the corresponding element of the state transition matrix of the Markov process $r_k$, as shown in Equation (6). The feedback control matrix $K$ in Equations (7), (8), and (9) is deterministic and designed without considering the presence of the network in the feedback loop, which assures that Equation (18) is a set of strict linear matrix inequalities and easy to be solved out [16]. The proof of the theorem is given in the appendix.

5. SIMULATION RESULTS

Consider a simple discrete plant described in Equations (1), (3) and (4) with the sampling interval $T = 0.5$ second and the following parameters.

$$
A = \begin{bmatrix}
1.0013 & 0.05 \\
0.05 & 1.0013
\end{bmatrix},
B = \begin{bmatrix}
0.0013 \\
0.05
\end{bmatrix}
$$

$$
C = [0.5, 0.2],
D = \begin{bmatrix}
0.1 & 0 \\
0 & 0.1
\end{bmatrix}
$$

$$
E_1 = \begin{bmatrix}
0.02 & 0.17 \\
0.15 & 0.12
\end{bmatrix},
E_2 = \begin{bmatrix}
0.1 \\
0.09
\end{bmatrix}
$$

$$
F(k) = \sin(k).
$$

The network transmission delay $r_k$ is a Markov chain with the state space $r_k \in \mathcal{S} = \{0, 1, 2, 3\}$, and the state transition probabilities matrix is
The total transmission delay $\tau$ is bounded and stochastically varying within $0 \leq \tau \leq m$, $m=3$. The state feedback controller $U(k) = -KX(k)$, where $K = \begin{bmatrix} 10.3 & 3.38 \end{bmatrix}$, was designed in advance without considering the presence of the network. The controller and the stability condition shown in Equations (7) to (18) can be simplified by setting $m=3$. For example, Equations (11) and (12) are re-written as

$$
\begin{align*}
U_{k+1|k} &= -K\hat{X}_{k+1|k} \\
U_{k+1|k-1} &= -K\hat{X}_{k+1|k-1} \\
U_{k+1|k-2} &= -K\hat{X}_{k+1|k-2}
\end{align*}
$$

and Equation (10) as

$$
Z(k) = \begin{bmatrix} X(k) & e_{k|k-3} & e_{k|k-2} & e_{k|k-1} \end{bmatrix}^T
$$

and $\hat{E}_1$ and $\hat{E}_2(r_k)$ as

$$
\hat{E}_1 = \begin{bmatrix} E_1 & 0 & 0 \\
E_1 & 0 & 0 \\
E_1 & 0 & 0 \end{bmatrix}_{3 \times 4}
$$

$$
\hat{E}_2(r_k) = \begin{bmatrix} -E_2 & \alpha_q E_2 & \alpha_q E_2 & \alpha_q E_2 & \alpha_q E_2 \\
E_2 & -\alpha_q E_2 & -\alpha_q E_2 & -\alpha_q E_2 & -\alpha_q E_2 \\
E_2 & -\alpha_q E_2 & -\alpha_q E_2 & -\alpha_q E_2 & -\alpha_q E_2 \\
E_2 & -\alpha_q E_2 & -\alpha_q E_2 & -\alpha_q E_2 & -\alpha_q E_2 \\
E_2 & -\alpha_q E_2 & -\alpha_q E_2 & -\alpha_q E_2 & -\alpha_q E_2 \end{bmatrix}_{3 \times 3 \times 4}
$$

Using the LMI toolbox in the MatLab three positive-definite symmetric matrices $P_1$, $P_2$, $P_3$ and three scalars $\varepsilon_1$, $\varepsilon_2$, $\varepsilon_3$ are obtained as follows, which satisfy the linear matrix inequalities shown in Equation (18):

$$
P_1 = \begin{bmatrix} 0.2243 & -0.5849 & 0.0224 & -0.0062 & 0.0329 & -0.0302 & 0.1054 & -0.0430 \\
-0.5849 & 2.0545 & -0.0419 & -0.0419 & -0.0633 & 0.0190 & -0.0630 & -0.4703 \\
0.0224 & -0.0419 & 538.5407 & -51.1510 & 0.0362 & 0.0101 & 0.0082 & -0.0197 \\
-0.0062 & -0.0419 & -51.1510 & 612.6482 & 0.1304 & -0.4740 & -0.0229 & 0.0552 \\
0.0329 & -0.0633 & 0.0362 & 1.3040 & 319.4949 & 22.2918 & 0.0390 & -0.0462 \\
-0.0302 & 0.0190 & 0.0101 & -0.4740 & 22.2918 & 457.5148 & -0.1675 & 0.3644 \\
0.1054 & -0.0630 & 0.0082 & -0.0229 & 0.0390 & -0.1675 & 8.2486 & -23.3520 \\
-0.0430 & -0.4703 & -0.0197 & 0.0552 & -0.0462 & 0.3644 & -23.3520 & 66.9668 \end{bmatrix}
$$
Therefore, according to the stability theorem in Section 4, the NCS with the time-delay compensation is stable for the state feedback controller $U(k) = -KX(k)$, where $K = \begin{bmatrix} 10.3 & 3.38 \end{bmatrix}$.

The responses of the states $x_1$, $x_2$, and the output $Y$ under the square wave setpoint change are shown in Figs. 3, 4, and 5 respectively. The system was initially at a steady state, i.e. $x_1(0) = 0; \quad x_2(0) = 0; \quad Y(0) = 0$. The setpoint shown in Fig. 5 is changed from 0 to 1.0 at instant $k = 0$, and then back from 1.0 to 0 at instant $k = 100$. In Figs. 3 and 4 the solid and dash lines represent the responses of the two state variables without and with the transmission delay compensation respectively. It is obvious that the responses with the transmission delay compensation are quicker in approaching to the new steady states and have much less overshoot. Fig. 5 illustrates the same conclusion achieved in the output response. The square wave setpoint is shown in Fig. 5 as a reference. The output with the transmission delay compensation has much less overshoot and approaches to the setpoint much quicker than the one without the compensation. The comparison concludes that the transmission delay compensation method introduced in this paper can improve the system performance.

### 6. CONCLUSIONS

This paper discusses the NCS with a stochastic transmission delay and uncertain process parameters. The stochastic transmission delay is assumed to be a Markov chain and be integer times of the sampling interval. The uncertain parameters are assumed to be norm bounded. A binary variable is introduced to represent the control action with a random transmission delay. A state feedback controller is firstly designed without considering the involvement of the network transmission delay. A buffer is then located in the actuator node to
save the future control actions sent from the controller node. The control action actually applied to the plant at instant \( k+1 \) is chosen from the buffer in terms of the total transmission delay. The current time stamp is compared with the time stamp received from the sensor node to compute the current time delay. The buffer is designed to compensate the influence of the transmission delay. An LMI-based sufficient condition for the stability of the NCS with the above compensation is derived in this paper. The simulation results also illustrate the potential of the transmission delay compensation method.

There are still a number of problems to be addressed. Firstly, the stability theorem proposed here is only a sufficient condition. A necessary condition is required in order to identify if there exist a set of parameters satisfying the LMI condition. The state feedback controller is used in this paper for the NCS. If the plant states are un-measurable an output feedback controller for the NCS should be investigated.

**ACKNOWLEDGEMENT**

The work was supported by the NSFC grants (60274020, and 69974017) and NSF Hebei (602621). The research grant from the Royal Society in the UK (2005/R1) made the collaboration between Loughborough and HUST possible.

**REFERENCES**


**APPENDIX**

**Lemma** (see [17]): Let $Z, D, F(t), E$ be matrices with appropriate dimensions. Suppose $Z$ is symmetric and $F^T(t)F(t) \leq I$, then

$$Z + DF(t)E + E^T F^T(t)D^T < 0$$

if and only if there exists scalar $\varepsilon > 0$ satisfying
Proof of the stability theorem in Section 4:

Combining Equations (14) and (16) the dynamics of the NCS with the time-delay compensation can be represented as follows:

\[
\begin{bmatrix}
Z(k+1) \\
\Pi(r_k)
\end{bmatrix} = \begin{bmatrix}
\Pi(r_k) = \Lambda + \Gamma(r_k)L + \hat{D}\hat{F}(k)(\hat{E}_1 + \hat{E}_2(r_k)L)
\end{bmatrix}
\]  \hspace{1cm} (A.2)

If \( r_k = i \), the matrices \( \Pi(r_k) \), \( \Gamma(r_k) \), \( \hat{E}_2(r_k) \) are denoted as \( \Pi_i \), \( \Gamma_i \), \( \hat{E}_2(i) \) respectively.

Take the piecewise quadratic stochastic Lyapunov function:

\[
V(\bullet) = Z_k^T S(r_k) Z_k
\]  \hspace{1cm} (A.3)

Where, \( S(r_k) = S_i > 0 \), \( \text{when } r_k = iT \).

Let \( \tilde{S}_k = \sum_{j=1}^{m} P_{ij} Z_j S_j \), \( G = \text{diag}\{S_1, \ldots, S_m\} \), and \( W_i = [\sqrt{P_{ii} I} \ldots \sqrt{P_{im} I}], i = 1, \ldots, m \), where \( P_{ij} \) is the corresponding element of the state transition matrix of the Markov process \( r_k \). Thus, we have \( \tilde{S}_k = W_i G W_i^T \).

The mean square stable theory of stochastic systems gives [18]:

\[
E[V_{k+1}(Z_{k+1}, r_{k+1}) | Z_k, r_k = iT] - V_k(Z_k, r_k = iT) = Z_k^T (\Pi_i^T \tilde{S}_i \Pi_i - S_i) Z_k
\]  \hspace{1cm} (A.4)

Obviously, if (A.4) <0, the discrete uncertain system is robust stochastically stable. Using the Schur complement the inequality (A.4) <0 can be represented as follows:

\[
\begin{bmatrix}
-S_i & \Pi_i^T W_i \\
* & -G^{-1}
\end{bmatrix} < 0
\]  \hspace{1cm} (A.5)

Note that

\[
\begin{bmatrix}
-S_i & \Pi_i^T W_i \\
* & -G^{-1}
\end{bmatrix} = \begin{bmatrix}
-S_i & (\Lambda + \Gamma_i L)^T W_i \\
* & -G^{-1}
\end{bmatrix} + \begin{bmatrix}
0 & (\hat{D}\hat{F}(k)(\hat{E}_1 + \hat{E}_2(i)L))^T W_i \\
* & 0
\end{bmatrix}
\]

\[
= \begin{bmatrix}
-S_i & (\Lambda + \Gamma_i L)^T W_i \\
* & -G^{-1}
\end{bmatrix} + \begin{bmatrix}
0 & \hat{F}(k)(\hat{E}_1 + \hat{E}_2(i)L) 0 \\
W_i^T D & 0
\end{bmatrix} \hat{F}(k) \begin{bmatrix}
0 \\
0
\end{bmatrix}^T < 0
\]

According to the Lemma (A.1) and the assumption (17) the inequality (A.5) is true, if and only if there exits a scalar \( \varepsilon_i > 0 \) such that

\[
\begin{bmatrix}
-S_i & (\Lambda + \Gamma_i L)^T W_i \\
* & -G^{-1}
\end{bmatrix} + \varepsilon_i \begin{bmatrix}
0 & 0 \\
W_i^T D & W_i^T D
\end{bmatrix}^T + \frac{1}{\varepsilon_i} \begin{bmatrix}
\hat{E}_1 + \hat{E}_2(i)L 0 \\
\hat{E}_1 + \hat{E}_2(i)L
\end{bmatrix}^T \begin{bmatrix}
\hat{E}_1 + \hat{E}_2(i)L 0
\end{bmatrix} < 0
\]
which is equivalent to

\[
\begin{bmatrix}
-S_i & (A + \Gamma_i L)^T W_i & (\hat{E}_i + \hat{E}_2(i) L)^T \\
* & -G^{-1} + \epsilon_i W_i^T \hat{D} \hat{D}^T W_i & 0 \\
* & * & -\epsilon_i I
\end{bmatrix} < 0
\] (A.6)

Let \( P_i = S_i^{-1} \), and \( Q = \text{diag}\{P_1, \ldots, P_m\} \), thus \( Q = G^{-1} \). Pre- and post-multiplying the both sides of the inequality (A.6) by \( \text{diag}[P_i, I, I] \) leads to the theorem (18). The theorem is proved.
Fig. 1. Networked control system

\[ X(k+1) = (A + \Delta A)X(k) + (B + \Delta B)U_k \]
\[ Y(k) = CX(k) \]

Fig. 2. Transmission delay compensation in the NCS

\[ \hat{X}(k+1) = AX(k) + BU_k \]
\[ X(k-r_k^c), \hat{X}(k+1-r_k^c), \ldots, \hat{X}(k), \ldots, \hat{X}(k+m) \]
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Fig. 3. State \( x_1 \) response

The second State response \( x_2 \)

Discrete Time

NCS with compensation
NCS without compensation

Fig. 4. State \( x_2 \) response

Output \( Y \)

Discrete Time

NCS with compensation
NCS without compensation
Setpoint

Fig. 5. Output response