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Abstract—This paper considers the robust fault detection and isolation (FDI) problem for linear time-invariant dynamic systems subject to faults, disturbances and polytopic uncertainties. We employ an observer-based FDI filter to generate a residual signal. We propose a cost function that penalizes a weighted combination of the deviation of the fault to residual dynamics from a given fault isolation reference model, as well as the effects of disturbances and uncertainties. We employ an observer-based FDI filter to generate a residual signal. We propose a cost function that penalizes a weighted combination of the deviation of the fault to residual dynamics from a given fault isolation reference model, as well as the effects of disturbances and uncertainties. We derive necessary and sufficient conditions for the existence of an FDI filter that achieves the design specifications. This condition takes the form of easily implementable linear matrix inequality (LMI) optimization problem.

I. INTRODUCTION

As science and technology develops, the reliability and security of complex systems becomes more important. In recent years, Model-based FDI schemes exploiting analytic redundancy have received increasing attention in the literature and applications [1]. The schemes involve the design of an observer which provides a fault indicating signal (residual) using input and output signals from the monitored system. However, there is always a model reality mismatch between plant dynamics and the model used for the residual generation. The residual is sensitive to faults, disturbances and plant/model mismatch. The filter design objective is then to reduce the sensitivity to disturbances and plant/model mismatch as well as isolating faults. The performance of an FDI system should therefore be measured by a suitable trade off between robustness and sensitivity.

In the exact fault detection approach (see [2], [3]) the requirement is that the residual signal is decoupled from disturbances, while the transfer function matrix from faults to residual has a specific, typically diagonal, structure for fault detection and isolation. Almost disturbance decoupling (see [4]) requires that the transfer function matrix from the disturbance to the residual signal be arbitrarily small in either the $H_2$ or $H_\infty$ norm sense rather than requiring it to be exactly zero. The weakening of the exact disturbance decoupling requirement to an almost disturbance decoupling requirement makes great sense from an engineering point of view. Other approaches include a matrix pencil approach [5], and a matrix factorization approach [6].

Recently developed LMI approaches have received much attention for formulating FDI decoupling problems [7], [8]. Hou and Patton gave a realization of fault detection observer design based on the bounded real lemma [9]. Casavola et al. worked on a novel solution to robust FDI for linear polytopic uncertain plants using deconvolution filters [10]. Zhong et al. proposed a new performance index by introducing a reference residual model, formulated using LMI techniques [11]. Using these techniques, the decoupling problem can be transformed to a sensitivity optimization problem, which seeks to increase the sensitivity of the residual to faults and simultaneously reduce the sensitivity to disturbances and plant/model mismatch. However, isolation is employed indirectly in the above methods through the use of banks of observers. This makes it hard to deal with multiple faults (where faults might occur simultaneously). Furthermore, these approaches recast model uncertainties as system disturbances, which restricts the class of model uncertainties that can be handled.

The robust FDI problem is closely related to the robust $H_\infty$ filtering, which estimates the states of a system using the past measurements. The $H_\infty$-filter is designed such that the $H_\infty$-norm of the system, which reflects the worst case "gain" of the system, is minimized (see [12]). Recently, LMI techniques were recently considered by Sun and Packard [13], to design a filter robust to both structured and unstructured norm-bounded uncertainties.

In this work, an FDI filter is constructed such that the $H_\infty$-norm of the transfer matrix function from both disturbances and plant/model mismatch to the residual is minimized, with the constraint the transfer matrix function from faults to the residual is close to a diagonal transfer matrix function (called reference model). The filter can provide robustness to uncertainties in all system matrices. Sufficient and necessary conditions for the existence of such a filter and the optimal solution are given via solving LMIs.

This paper is organized as follows. After defining the notation, we review filter-based fault detection and isolation techniques for residual signal generation and give the problem formulation in Section II. Section III presents a linear matrix inequality formulation for the FDI problem and gives the optimal solution. Finally, a numerical example is presented in Section IV and Section V summarizes our results.

The notation we use is fairly standard. The set of real (complex) $n \times m$ matrices is denoted by $\mathbb{R}^{n \times m}$ ($\mathbb{C}^{n \times m}$). For $A \in \mathbb{C}^{n \times m}$ we use the notation $A'$ to denote the
complex conjugate transpose. A matrix \( A \in \mathbb{C}^{n \times n} \) is called Hermitian if \( A = A^* \). For a Hermitian matrix \( A \in \mathbb{C}^{n \times n}, A \neq 0 (A \prec 0) \) denotes that \( A \) is positive (negative) definite, that is, all the eigenvalues of \( A \) are greater (less) than zero. The \( n \times n \) identity matrix is denoted as \( I_n \) and the \( n \times m \) null matrix is denoted as \( 0_{n,m} \) with the subscripts occasionally dropped if they can be inferred from context.

\( \mathcal{R}(s)^{m \times p} \) denotes the set of all \( m \times p \) proper, real-rational matrix functions of \( s \), \( \mathcal{L}^{m \times p}_\infty \) denotes the space of \( m \times p \) matrix functions with entries bounded on the extended imaginary axis. The subspace \( \mathcal{H}^{m \times p}_\infty \subset \mathcal{L}^{m \times p}_\infty \) denotes matrix functions analytic in the closed right-half of the complex plane. A prefix \( \mathcal{R} \) denotes a real-rational function, so that \( \mathcal{R} \mathcal{H}^{m \times p}_\infty \) denotes the set of all \( m \times p \) stable real-rational matrix functions of \( s \). Let \( \mathcal{L}^2 \) be the set of functions that are square integrable, the \( \mathcal{L}^2 \)-norm of a function \( u \in \mathcal{L}^2 \) is defined as:

\[
\|u\|_2 = \left( \int_{0}^{+\infty} |u(t)|^2 dt \right)^{\frac{1}{2}}.
\]

For \( G(s) \in \mathcal{R} \mathcal{H}^{m \times p}_\infty \) we define

\[
\|G\|_\infty = \sup_{u \in \mathcal{L}^2; u \neq 0} \frac{|G(u)|}{\|u\|_2}.
\]

**II. PROBLEM FORMULATION**

Let us consider the following set of polytopic uncertainties:

\[
\Omega = \left\{ \begin{bmatrix} A(i) & B(i) & B_d(i) & B_f(i) \\ C(i) & D(i) & D_d(i) & D_f(i) \end{bmatrix} : i = 1, \ldots, p \right\},
\]

where \( A, B, C, D, B_d, B_f, D_d, D_f \) are the component and instrument fault distribution matrices, respectively, while \( B_d(i) \) and \( D_d(i) \) are the corresponding fault distribution matrices [14]. Henceforth, we use \( A \) to denote \( A(i) \), similarly for \( B, C, D, B_d, B_f, D_d \) and \( D_f \).

In general, a residual signal in an FDI system should represent the inconsistency between the actual system variables and the mathematical model, and respond to faults, disturbances and modeling errors only.

The objective is to design a fault detection and isolation filter of the form

\[
\begin{align*}
\dot{x}(t) &= A_k \hat{x}(t) + B_{ku}u(t) + B_{ky}y(t), \\
r(t) &= C_k \hat{x}(t) + D_{ku}u(t) + D_{ky}y(t),
\end{align*}
\]

where \( \hat{x}(t) \in \mathbb{R}^{n_k} \) is the filter state and \( r(t) \in \mathbb{R}^{n_r} \) is the residual signal. Here \( A_k, C_k, B_{ku}, B_{ky}, D_{ku}, D_{ky} \) are to be determined. Figure 1 shows this filter in the robust residual generation scheme.

**Fig. 1. Filter-based robust FDI scheme**

We use the filter described in (1). We get the following expression for the residual:

\[
r(s) = T_{rf}(s)f(s) + T_{rd}(s)d(s) + T_{ru}(s)u(s),
\]

where

\[
\begin{bmatrix} T_{rf} & T_{rd} & T_{ru} \end{bmatrix} = \begin{bmatrix} A_k & B_k & B_d & B_f \\ D_{ku} & D_{ky} & D_{ku} & D_{ky} \\ B_{ku} & B_{ky} & B_{ku} & B_{ky} \end{bmatrix}
\]

are the transfer matrices from faults, disturbances and inputs to the residual, respectively. Note that the dynamics of the residual signal depend not only on \( f \) and \( d \) but also on \( u \) and \( x \).

For exact fault detection, the residual signal is required to be sensitive only to faults. This is equivalent to the requirement that \( T_{rd} = 0, T_{ru} = 0 \) and \( T_{rf} \neq 0 \). For exact fault isolation, it is further required that the fault signature be deduced from the residual. This is equivalent to the requirement that \( T_{rd} = 0, T_{ru} = 0 \) and \( T_{rf} \in \Sigma \), where \( \Sigma \) is a set of transfer matrices with a special structure that depends on the nature of the faults. For example, if all the faults can occur simultaneously, then \( \Sigma \)
is the set of stable diagonal transfer matrices with nonzero diagonal entries. Due to the modelling uncertainties, exact fault detection and isolation is not possible.

For robust FDI, we propose the following, more realistic, problem formulation.

**Problem 2.1:** With all variables as defined above, assume that the original system dynamics are quadratically stable and let

\[
T_o = \begin{bmatrix}
A_o & B_o \\
C_o & D_o
\end{bmatrix}
\]

denote a given stable fault reference dynamics, where \(A_o \in \mathbb{R}_{n_o \times n_o}, B_o \in \mathbb{R}_{n_o \times n_f}, C_o \in \mathbb{R}_{n_f \times n_o}\) and \(D_o \in \mathbb{R}_{n_f \times n_f}\), and let \(\alpha \in [0, 1]\) be given. For any \(\gamma > 0\), find a stable filter of the form given in (1), if it exists, such that

\[
\sup_{M \in \mathbb{R}} \left\| \left[ \gamma \left(T_{rf} - T_o \right) \beta T_{rd} \beta T_{ru} \right] \right\|_\infty < \gamma, \quad (2)
\]

where \(\beta = 1 - \alpha\). It is clear that reducing \(\left\| T_{rf} - T_o \right\|_\infty\) will improve fault isolation and that reducing \(\left\| T_{rd} \right\|_\infty\) and \(\left\| T_{ru} \right\|_\infty\) will improve fault detection. By choosing a suitable \(\alpha\), we can emphasize fault detection or fault isolation since optimizing one will generally affect the performance of the other. In the sequel, we assume that \(\alpha\) and \(\beta\) are absorbed in the system data.

Among the model-based approaches, the most common way is the observer-based approach (Chen and Patton [15], Lien [16]), which uses state observers to generate residuals. Here we do not consider an observer but a more general filter that is widely used in other concepts. We slightly modified this filter by adding the matrix \(D_{k_w}\) so as to handle the robust FDI problem.

In the case of exact decoupling without uncertainties, a common assumption in the fault detection problem is that \(D_f = 0\) and/or \(CB_f\) has full rank [17], [18], [19]. While in the almost decoupling approach, the assumption \(D_f\) has full rank is widely used [6], [20]. Here we do not impose any of these assumptions.

### III. Linear Matrix Inequality Formulation

We consider in this section a matrix inequality formulation approach. The main idea is to express the inequality (2) in a linear matrix inequality formulation using the bounded real lemma, then deriving sufficient and necessary conditions for solvability.

We consider that the reference model \(T_o\) is known and therefore set to a given value, which may be chosen using engineering criteria that depend on the nature of the faults. See [21], [11] for more details on the choice of \(T_o\).

The cost function in (2) can be written as

\[
\left[ T_{rf} - T_o \quad T_{rd} \quad T_{ru} \right] \triangleq \begin{bmatrix} A_o & B_o \\ C_o & D_o \end{bmatrix} = \begin{bmatrix} A_o & B_o \\ 0 & A_f \end{bmatrix},
\]

where \(A_o \in \mathbb{R}_{n_o \times n_o}, B_o \in \mathbb{R}_{n_o \times n_f}, C_o \in \mathbb{R}_{n_f \times n_o}\) and \(D_o \in \mathbb{R}_{n_f \times n_f}\). It follows from the bounded real lemma that (2) is satisfied if and only if there exists \(P_c = P_c^T > 0\) such that \(P_c \in \mathbb{R}^{(n_c + n_f + n_k) \times (n_c + n_f + n_k)}\)

\[
\begin{bmatrix} A_c^T P_c + P_c A_c & P_c B_c & C_c^T \\ B_c^T P_c & -\gamma^2 I & D_c^T \\ C_c & D_c & -I \end{bmatrix} < 0 \quad (3)
\]

(See Theorem 3 in Tuan et al [22]). Now

\[
\begin{bmatrix} A_c^T & B_c^T \\ C_c^T & D_c^T \end{bmatrix} = \begin{bmatrix} A_o & 0 & 0 & B_o & 0 & 0 \\ 0 & A_i & 0 & B_{d,i} & B_i \\ 0 & B_{k_y} C_k & A_k & B_{k_y} D_{f,i} & B_{k_w + k_y} D_{k_y} \\ -C_o & B_{d,i} C_i & D_{k_y} D_{f,i} & -D_o & B_{k_y} D_{d,i} & B_{k_w + k_y} D_{d_k} \end{bmatrix}
\]

We first assume that the polytopic system is quadratically stable (See Gahinet et al [23] and Boyd et al[24]). Recall that (2) is satisfied if and only if (3) is satisfied (Tuan et al [22]). Now

\[
(3) \iff \left\{ \begin{array}{l}
\sum_{i=1}^{p} \xi_i \left[ A_i^T P_c + P_c A_i^T \quad P_c B_i \quad C_i^T \right] < 0, \\
\forall \xi_i \text{ s.t. } \sum_{i=1}^{p} \xi_i = 1, \xi_i \geq 0
\end{array} \right\}
\]

\[
\iff \left\{ \begin{array}{l}
\left[ A_i^T P_c + P_c A_i^T \quad P_c B_i \quad C_i^T \right] < 0, \forall i = 1, ..., p
\end{array} \right\}
\]

Since the above matrix inequality is nonlinear, we use a change of variable to turn it into LMIs (Scherer et al.[25]). Assume that \(n_k = n_o + n\), that is, the order of the filter is equal to the order of the system dynamics plus the order of the fault reference model. Partition \(P_c\) and \(P_c^{-1}\) as

\[
P_c = \begin{bmatrix} Y & N \\ N' & \bar{Y} \end{bmatrix}, \quad P_c^{-1} = \begin{bmatrix} X & M' \\ M & \bar{X} \end{bmatrix},
\]

where \(X, Y, \bar{X}, \bar{Y} \in \mathbb{R}^{n_k \times n_k}\) are symmetric. From \(P_c P_c^{-1} = I\), we infer \(P_c \left[ X \quad M' \right] = \left[ 0 \right]\) which leads to

\[
P_c \Pi_1 = \Pi_2 \quad \text{with} \quad \Pi_1 = \begin{bmatrix} I & I \\ M' & 0 \end{bmatrix}, \quad \Pi_2 = \begin{bmatrix} Z & Y \\ 0 & N' \end{bmatrix},
\]

where \(Z = X^{-1}\).

Define \(T = \text{diag}(\Pi_1, I)\). Then \(T_i \Pi_2 \prec 0 \iff T_i \Pi_2 := TT_i T_i^T < 0\). This results in the following calculations, where boldface letters are used to emphasize the LMI
optimization variables:

\[
\Lambda_{i1} := \Pi_i P_i \Lambda_i^T \Pi_i = \begin{bmatrix} Z \bar{A}^i & \bar{Y} \bar{A}^i + \bar{\bar{B}}_y^i \bar{C}^i \end{bmatrix} \tag{4}
\]

\[
\Lambda_{i2} := (\Pi_i P_i B_i')' = \begin{bmatrix} (Z \bar{B}_i')' & (Y \bar{B}_i' + \bar{\bar{B}}_y D_i')' \end{bmatrix}' \tag{5}
\]

\[
\Lambda_{i3} := (C_i' \Pi_i')' = \begin{bmatrix} \bar{D}_y \bar{C}_i - \bar{C}_o + \bar{C} \bar{\bar{D}}_y \bar{C}_i - \bar{C}_o \end{bmatrix} \tag{6}
\]

\[
\Lambda_{23} = \begin{bmatrix} D_i^y \bar{D}_y' - D_o^y \bar{D}_y' & \bar{D}_y' \bar{D}_y \bar{D}_y' + \bar{D}_u' \end{bmatrix}, \tag{7}
\]

where we have defined

\[
\begin{bmatrix} \bar{A}^i B_i^1 B_i^d B_i^2 \end{bmatrix} := \begin{bmatrix} A_o & 0 & B_o & 0 & 0 \\ 0 & A_i & B_i^d & B_i^2 & B_i^1 \end{bmatrix}, \begin{bmatrix} C_i^o \end{bmatrix} := \begin{bmatrix} C_i^o \\ 0 \end{bmatrix}
\]

and the new variables

\[
\begin{bmatrix} \bar{A} \bar{B}_y \bar{B}_u \bar{D}_y \bar{D}_u \end{bmatrix} = \begin{bmatrix} N A_k M' Z & N B_{ky} & N B_{ku} \\ C_k M' Z & D_{ky} & D_{ku} \end{bmatrix}
\]

If \( M \) and \( N \) are invertible, the variable \( A_k, C_k, B_{ky}, B_{ku}, D_{ky}, D_{ku} \) can be replaced by \( \bar{A}, \bar{B}_y, \bar{B}_u, \bar{D}_y, \bar{D}_u \) without loss of generality.

We can now rewrite \( \bar{T}_{pol} \) with the new variables, we get

\[
\bar{T}_{pol} = \begin{bmatrix} \Lambda_{i1} + \Lambda_{i1}' & \Lambda_{i2} & \Lambda_{i1}' \\ \Lambda_{i2}' & -\gamma^2 I & \Lambda_{i2} \end{bmatrix} < 0,
\]

which is linear in the variables \( \Lambda_{ij} \)'s that are defined in (4)-(7). Regarding the constraint \( P_i > 0 \), it is straightforward to express it as an LMI in \( Y \) and \( Z \):

\[
P_i > 0 \Rightarrow \Pi_i P_i \Pi_i > 0 \Leftrightarrow \begin{bmatrix} Z & Z \\ Z & Y \end{bmatrix} > 0. \tag{8}
\]

Therefore we can derive a sufficient and necessary condition for solvability of Problem 2.1 in a form of a linear matrix inequality formulation as follows:

**Lemma 3.1:** Suppose that the polytopic system is quadratically stable. Then (2) is satisfied if there exist \( \bar{A}, \bar{B}_y, \bar{B}_u, \bar{C}, \bar{D}_y, \bar{D}_u \) and symmetric matrices \( Y \) and \( Z \) such that (8) and

\[
\bar{T}_{pol} < 0 \quad \forall i = 1, \ldots, p
\]

are satisfied.

**IV. NUMERICAL EXAMPLE**

To illustrate the effectiveness of the proposed fault detection and isolation filter scheme, a numerical example is considered in this section. A randomly generated example is given as

\[
\begin{bmatrix} A_1 & A_2 \\ B_1 & B_2 \end{bmatrix} = \begin{bmatrix} -1.2046 & 0.6952 \\ -0.1632 & -0.7501 \end{bmatrix}, \begin{bmatrix} -2.6155 & 2.8933 \\ 0.6806 & -2.2006 \end{bmatrix},
\]

\[
\begin{bmatrix} B_1 & B_2 \end{bmatrix} = \begin{bmatrix} 0.1893 & 0.3689 \\ -0.0660 & -0.1792 \end{bmatrix}, \begin{bmatrix} 0.6038 & 0.4739 \end{bmatrix},\begin{bmatrix} 0.8589 & -0.4968 \\ -0.1705 & 0.8243 \end{bmatrix}, \begin{bmatrix} 0.1757 & 0.9342 \\ 0.5726 & 0.2175 \end{bmatrix}, \begin{bmatrix} 1.7888 & 0.8670 \\ 0.4826 & -0.7804 \end{bmatrix},
\]

\[
\begin{bmatrix} C_1 & C_2 \end{bmatrix} = \begin{bmatrix} 0.2632 & 0.6371 \\ 0.7138 & 0.5459 \end{bmatrix}, \begin{bmatrix} 0.6683 & 0.9705 \end{bmatrix}, \begin{bmatrix} 0.9776 & 0.8481 \\ 0.6710 & 0.4869 \end{bmatrix}.
\]

This system is subject to three disturbances and two potential faults. Here, the setup is given by

\[
B_{d,1} = \begin{bmatrix} 0.1963 & 0.0853 \\ 0.0861 & -0.0106 \end{bmatrix}, \begin{bmatrix} 0.2293 \end{bmatrix},
\]

\[
B_{d,2} = \begin{bmatrix} -0.2548 & -0.0121 \\ 0.0849 & 0.0281 \end{bmatrix}, \begin{bmatrix} 0.0633 \end{bmatrix},
\]

\[
B_{f,1} = \begin{bmatrix} -1.3892 \\ -0.6455 \end{bmatrix}, \begin{bmatrix} 0.9126 \end{bmatrix}, \begin{bmatrix} -1.0858 \end{bmatrix},
\]

\[
B_{f,2} = \begin{bmatrix} -0.9280 \\ 0.9126 \end{bmatrix}, \begin{bmatrix} 1.0008 \end{bmatrix}, \begin{bmatrix} -1.0194 \end{bmatrix},
\]

\[
D_{d,1} = \begin{bmatrix} -0.1333 \\ -0.1373 \end{bmatrix}, \begin{bmatrix} -0.0552 & -0.0698 \end{bmatrix}, \begin{bmatrix} -0.0857 \end{bmatrix},
\]

\[
D_{d,2} = \begin{bmatrix} 0.0842 \\ 0.0773 \end{bmatrix}, \begin{bmatrix} -0.0601 & -0.1130 \end{bmatrix}, \begin{bmatrix} -0.0623 & -0.1330 \end{bmatrix}, \begin{bmatrix} -0.0837 \end{bmatrix},
\]

\[
D_{f,1} = \begin{bmatrix} -0.3441 \\ -0.3710 \end{bmatrix}, \begin{bmatrix} 1.1247 \end{bmatrix}, \begin{bmatrix} -1.0590 \end{bmatrix}, \begin{bmatrix} -1.5788 \end{bmatrix}, \begin{bmatrix} 0.7079 \end{bmatrix}, \begin{bmatrix} -2.1251 \end{bmatrix}, \begin{bmatrix} 1.6963 \end{bmatrix}, \begin{bmatrix} -2.0174 \end{bmatrix}, \begin{bmatrix} -1.5747 \end{bmatrix}.
\]

We implemented the algorithm in Matlab to minimize \( \gamma \), and we have chosen the cost functions \( W_f, W_d \) and \( W_u \) to be identity as a compromised between fault detection and fault isolation. Simulated through MATLAB and SIMULINK, these disturbances are two band limited white noises with mean 0 and standard deviation 1, and a positive jump from the 5th second. Fault \( f_1 \) and \( f_2 \), simulated by a unit positive and negative jump respectively, are connected from the 14th and 22nd second respectively. The input \( u \) is taken as a periodic signal. We eventually get:

\[
\gamma = 1.2487
\]

Figure 2 gives the residual responses, where each fault can be readily distinguished from the others and the disturbances. It is worth noting that, in order to verify the effectiveness of the optimal filter, similar amplitudes for the disturbance and faults are assumed, which is quite demanding from the practical point of view.

This example makes clear that the designed filter satisfies the performance requirement of rapid detection and
direct fault isolation which is sufficiently robust against disturbances and modeling errors.

V. CONCLUSION

In this paper, we have considered a robust fault detection and isolation scheme for systems which are affected by polytopic uncertainties, using a matrix inequality formulation approach. We construct a filter that bounds the influence of the disturbances and model uncertainties on the residual signal measured in terms of the $\mathcal{H}_\infty$ norm. We give a sufficient and necessary condition for solvability, as well as the optimal solution of the robust FDI problem in a form of LMIs. Furthermore, our scheme implies that each element of the residual is only sensitive to a specified potential fault and therefore can handle multiple faults (where faults might occur at the same time). It is worth noting that our scheme can also be applied when model uncertainties are not considered. A numerical example demonstrates the effectiveness of the proposed approach.
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Fig. 2. Time response of the residual