H2 LMI-based robust control for damping oscillations in power systems
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Abstract – This paper presents a study on a robust $H_2$ LMI-based damping control scheme for improving the inter-area mode oscillations of power systems. A reduced order centralised controller is designed for a 16-machine, 5-area power system (138th order) model reinforced with a Thyristor Controlled Series Capacitor (TCSC) to improve the damping of the critical inter-area modes by employing appropriate signal measurements. The effectiveness of the Linear Matrix Inequalities (LMI) formulation, using pole location constraints, of the problem is illustrated. Robustness to faults and unknown disturbances is guaranteed via the design procedure. The performance of the designed system is assessed in the frequency domain and via appropriate time-domain simulations based upon the non-linear model under various scenarios.
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1 Introduction

One of the principal concerns for the electric power system operators is damping inter-area oscillations [1]. The problem has become more challenging, owing to the ever increasing power exchange between utilities over the existing transmission network [2]. Thus, secure operation of power systems necessitates the application of robust controllers to appropriately damp these inter-area oscillations [3]. The most commonly used device for such a purpose is a Power System Stabilizer (PSSs), see e.g. [4], [5]. However, Flexible AC Transmission Systems devices - widely known as FACTS - are receiving growing attention nowadays as alternatives to transmission system reinforcement which is otherwise restricted due to economic and environmental considerations. Besides power flow and voltage control, supplementary control can be incorporated to these FACTS devices to damp inter-area oscillations at relatively small additional cost [6], [7], [8]. The objective of the presented control design exercise is to guarantee adequate damping under plausible operating conditions via the use of a Thyristor Controlled Series Capacitor (TCSC). It is worth noting that the complex nature of the interactions in the inter-area modes of the system, make the control design task rather challenging.

Many researchers have investigated $H_\infty$ control methods in power systems [9], [10], [11], [12], [13], acknowledging the fact that care should be taken in selecting weighting functions for a proper design procedure. LQG control approaches using different FACTS devices have been presented for closed loop identification in [15], [14], and PSSs for small systems in [16]. Another study, [17], looked at an LQG/LTR design with a TCSC device. However, it has been applied to a rather small SISO system addressing the LTR problem from a simulation point of view.

In this paper, a robust $H_2$ / LQG controller is designed within the Linear Matrix Inequalities (LMI) framework. In fact LQG is regarded as special case of a $H_\infty$ controller. However, we make use of the additional capability to incorporate multiple objectives in the problem configuration (thanks to the LMI reformulation of the entire controller design), e.g. pole-placement constraints and additional upper bounds on infinity norms of the closed loop functions. In addition to robust stabilisation of the considered power system, a minimum damping ratio is also ensured when using the LMI-based design. The system consists of a 16-machines, 5-area power network controlled by a designed (centralised) TCSC device using three remote (global) measurement signals. Extensive emphasis on the model reduction simplifies the system structure of the 138th order equivalent model representation of a large power network for a more appropriate model-based control design, while the system performance objective is tackled via the $H_2$ minimisation index. The effectiveness of the design is illustrated via both frequency domain assessment and non-linear time domain simulations for various operating conditions. The study illustrates the fact that multiple swing modes can be damped through a single actuator (FACTS) using appropriate control design methodology in an advanced multi-variable control framework.

This paper is organized as follows: Section 2 briefly describes the basic notation used in the paper. The power system model under consideration is depicted in Section 3. Section 4 discusses on the model reduction approach. Preliminaries on control design as presented in Section 5, while the control design procedure for the case study is discussed in Section 6. The obtained results are presented in Section 7. Finally, conclusions are drawn in Section 8.
2 Notation

The notation is fairly standard. The transfer matrix in terms of state-space data, for a continuous time, Linear Time Invariant (LTI) state space system, is given in a packed form by \( G(s) = \begin{bmatrix} A & B_1 & B_2 \\ C_1 & D_{11} & D_{12} \\ C_2 & D_{21} & D_{22} \end{bmatrix} \), denoting \( G(s) = D + C(sI - A)^{-1}B \). We will make clear in the paper whether the system is proper or strictly proper. Moreover, the study utilises the generalised regulator configuration for standardising feedback arrangements [18] and is briefly described here (refer to Fig.1).

Let \( P(s) \) define a transfer function matrix with the following state-space representation

\[
P(s) = \begin{bmatrix} A & B_1 & B_2 \\ C_1 & D_{11} & D_{12} \\ C_2 & D_{21} & D_{22} \end{bmatrix} = \begin{bmatrix} P_{11} \\ P_{21} \\ P_{22} \end{bmatrix}
\]

where \( P_{ij}(s) = C_i(sI - A)^{-1}B_j + D_{ij} \)

\[
\begin{align*}
z'(s) & = P(s)z(s) + w(s) \\
y(s) & = K(s)z(s) + u(s)
\end{align*}
\]

for \( |I - P_{22}K| \neq 0 \). \( P(s) \) is the “generalised plant” (nominal plant and weights if any), \( u \) the control variables, \( w \) the exogenous inputs (i.e., disturbances, commands, noises), \( y \) the measured variables and \( z \) the regulated outputs. In fact \( z(s) = \Phi_L(P,K)w(s) \), where

\[
\Phi_L(P,K) = P_{11} + P_{12}K(I - P_{22}K)^{-1}P_{21}
\]

3 System Modeling and Design Requirements

3.1 Study System

The damping control design under study consists of a 16-machine, 5-area power system and is depicted in Fig. 2. The diagram represents an approximate model of the New England (NETS) and New York (NYPSS) interconnected network. More details on the system description and its characteristics including machine, excitation system and network parameters can be found in [11]. To facilitate the required power transfer, a TCSC device is installed in the line between buses #18 and #50. The small signal dynamic model of the TCSC is shown in Fig. 3 (more details on this can be found in [23]).

Table 1 lists the results of the eigen-analysis verifying the presence of four inter-area modes from which the first three are poorly damped requiring damping control action (details can be found in [11]). Note that the fourth inter-area mode is not significant as it settles within the specified limit of 12-15 s (the damping ratio is as poor as the other three modes, but the higher frequency of oscillation is resulting in an early settling in time). The TCSC controller (centralised) needs to provide supplementary damping control action to all critical inter-area modes of interest. The most effective measurements for control were found to be the power-flow signals in the lines between buses #51–#45 (P51;45), #18–#16 (P18;16) and #13–#17 (P13;17) respectively [23], based on the results of the modal analysis. These are the lines which are carrying large amounts of power from Area 3, Area 4 and the equivalent generation G13 respectively.

![Thyristor Controlled Series Capacitor (TCSC) diagram](image)

3.2 Damping Control Design Objectives

The designed controller should provide a minimum level of damping in the steady-state condition after a major disturbance in all the key interconnections. The aforementioned minimum level of damping corresponds to settling of inter-area oscillations within 10–15 seconds [19]. Power systems operate over a wide range of operating conditions and there is usually uncertainty associated with the simulation models employed for evaluating the performance. Under such circumstances the controller should be robust and subject to having minimal sensitivity to various system operating conditions and component parameters. Furthermore, interactions with high frequency phenomena, turbine-generator torsional vibration and other resonances in the AC transmission network should be kept minimal.

4 Model Reduction

Modern control design processes such as LQG, \( \mathcal{H}_\infty \), \( \mathcal{H}_\infty \) (both via analytical and LMI-based solutions) yield controllers of order at least equal to the order of the plant. Actually the controller order can be higher due to extra weighting functions merged in the design procedure. Model order reduction seeks a good low-order approximation of the original model to simplify the design procedure and thus the complexity of the designed controller. Hence, the central problem addressed is: Given a high-order linear model \( G(s) \),
derive a low order approximation \( G_r(s) \) such that the infinity norm of their difference \( \| G - G_r \|_\infty \) is sufficiently small. The same applies in the controller reduction approach.

Our designs make particular use of the Schur Balanced Model Reduction method for both model and controller simplification [25], i.e. Compute the \( k^{th} \) order reduced model \( G_r(s) = C_r(sI-A_r)^{-1}B_r+D_r \) from an \( n^{th} \) order full model \( G(s) = C(sI-A)^{-1}B+D \) such that

\[
\| G - G_r \|_\infty \leq 2 \sum_{i=k+1}^{n} \sigma_i
\]

where \( \sigma_i \) denotes the Hankel singular values of \( G(j\omega) \), i.e. the square roots of the eigenvalues of their controllability and observability grammians \( \sigma_i := \sqrt{\lambda_i(PQ)} \), where \( \lambda_i(PQ) \) is the \( i \)-th largest eigenvalue of \( PQ \) and \( P \) (controllability grammian), \( Q \) (observability grammian) are the solutions of the following Lyapunov equations

\[
PA^T + AP + BB^T = 0, \quad QA + A^TQ + C^TC = 0
\]

In cases where a large number of state variables is involved (i.e., \( > 1000 \)) one might employ numerical techniques, e.g. Krylov subspace based technique [20], as the analytical techniques alone will not work.

### 4.1 Few remarks on model reduction for the power system study

A realistic representation of the power system with supplementary damping controllers also includes appropriate washout and signal transmission delay blocks. In the context of this study, these blocks are chosen as:

\[
V_1(s) = \frac{10s}{10s + 1} \quad \text{(wash-out)} \tag{3}
\]

\[
V_2(s) = \frac{1}{1 + 0.1s} \quad \text{(signal transmission delay)} \tag{4}
\]

The time constants of the above filters can be adjusted by the designer in accordance with the actual disturbance caused typically by the adverse modes and measurement noise. However, performing model reduction on the plant incorporating these blocks proves insufficient in terms of proper approximation over all frequency ranges. In the context of this work we first reduce the order of the plant \( G_o \) without the washout \( (V_1) \) and delays \( (V_2) \), and then merge the blocks \( V_2, V_1 \) into the reduced order equivalent \( G_o \). Note that the order of the reduced model for the design purposes - i.e. \( V_1V_2G_o \) - will be slightly increased due to the extra blocks, albeit the controller design will have essential information for the washout and signal delay characteristics. Note that identical washout and transmission delay blocks were assumed for each output channel, thus without loss of generality these were replaced by a single washout and a single delay block at the input channel for the design process.

A \( 9^{th} \) order reduced model \( G_r \) (including 7 states from the reduced model and 2 additional states from the filters) was found appropriate for control design, as it includes sufficient information for the main modes of interest and system stability. The principal gains (singular value plot) of reduced and full order plants is shown in Fig. 4, with the reduced plant being a very good approximation especially within the frequency range of interest (by definition the largest singular of the three-output/one-input system transfer function is depicted in the plot).

### 5 Preliminaries

#### 5.1 \( \mathcal{H}_2 \) Control

The \( \mathcal{H}_2 \) norm of \( G(s) \) is given by

\[
\| G(s) \|_2 \triangleq \sqrt{\frac{1}{2\pi} \int_{-\infty}^{\infty} tr(G^*(j\omega)G(j\omega)) \, d\omega} \tag{5}
\]
and it is finite only when $G(s)$ is strictly proper (which is the case for the model considered in this paper). Note that $\text{tr}(A)$ denotes the trace of a square matrix $A$. $\mathcal{H}_2$ optimal control is concerned with finding a stabilising controller $K$ which minimizes

$$\|F(s)\|_2 = \sqrt{\frac{1}{2\pi} \int_{-\infty}^{\infty} \text{tr}(F^*(j\omega)F(j\omega)) d\omega}$$

where $F = \mathcal{F}_L(P,K)$ in the generalised plant configuration. Also, the expected power in the regulated (error) signal $z$ is given by

$$E \left\{ \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} z(t)^T z(t) dt \right\} = \|F\|_2^2 = \|\mathcal{F}_L(P,K)\|_2^2$$

Thus, by minimising the $\mathcal{H}_2$ norm, we minimize the RMS value of the regulated variable $z$, see Fig.1, [26].

### 5.2 Linear Matrix Inequalities (LMI)

LMIs arise in many problems from robust linear control theory, stochastic control, identification, etc. The problem is represented in a set of Linear Matrix Inequalities and then a convex optimisation approach is followed to give the solution. This technique has very attractive computational properties and in fact, its wide applicability justifies the increasing interest for LMI-based designs in the systems and control community [21]. The three generic LMI problems are

- the feasibility problem:

  \[ \text{Find } x \in \mathbb{R}^p \text{ such that } \mathcal{L}(x) < 0 \]

- the linear program under LMI constraints:

  \[ \text{Minimize } c^T(x) \text{ subject to } \mathcal{L}(x) < 0 \]

- the generalized eigenvalue minimization problem under LMI constraints:

  \[ \text{Minimize } \lambda \text{ subject to } \begin{cases} \mathcal{C}(x) > 0 \\ \mathcal{B}(x) > 0 \\ \mathcal{A}(x) < \lambda \mathcal{B}(x) \end{cases} \]

The negative definite symmetric matrix $\mathcal{L}(\cdot)$ depends affinely on $x \in \mathbb{R}^p$ (decision variables). Possibilities include $\mathcal{H}_2$ or $\mathcal{H}_\infty$ designs, multi-objective $\mathcal{H}_2/\mathcal{H}_\infty$ gain scheduling, etc., assisted by useful software routines, i.e. see [28]. A particular feature of LMIs is the incorporation of pole placement objectives. This is formulated in terms of convex subsets (LMI regions) $\mathcal{D}$, of the complex plane

$$\mathcal{D} = \{ z \in \mathbb{C} : L + Mz + MT^T \bar{z} < 0 \}$$

where $M$ and $L = L^T$ are fixed real matrices. The matrix-valued function $f_\mathcal{D}(z) = L + Mz + MT^T \bar{z}$, is referred to as the characteristic function of $\mathcal{D}$. A general class of LMI regions exist for the above purpose, i.e. disks, conic sectors, vertical/horizontal strips, etc. or even intersections of the above. We will particularly concentrate on the ‘conic sector’, of inner angle $\theta$ and apex $x_0 = 0$, which defines a minimum damping for the dominant closed-loop poles, see Fig. 5. Its characteristic function is given by

$$f_\mathcal{D}^{\text{conic}}(z) = \begin{bmatrix} \sin \frac{\theta}{2} (z + \bar{z}) & \cos \frac{\theta}{2} (z - \bar{z}) \\ \cos \frac{\theta}{2} (z - \bar{z}) & \sin \frac{\theta}{2} (z + \bar{z}) \end{bmatrix}$$

Thus, the LMI formulation is

The damping ratio of the placed poles within the conic sector will be at least equal to $\cos \frac{\theta}{2}$ [28].

### 6 Design Procedure

This section presents two cases. Firstly the original LQG control problem formulated in the $\mathcal{H}_2$ framework is solved, and it is further enhanced via LMIs to include pole location constraints for the designed closed-loop. A brief discussion on further extensions of the design to include other objectives is also presented. The design procedure is based on the reduced order model, but the assessment is made using the full order model scenarios. Note that in both design cases the controller has 1 output and 3 inputs (i.e. is an 1x3 system, while the design model is a 3x1 system having 3 outputs and 1 input).
6.1 $\mathcal{H}_2$ / LQG control

Linear Quadratic Gaussian control is well documented in the literature [27],[26]. Basically, two problems are solved: (i) find the optimal control using state feedback which minimizes the cost function

$$ J = \lim_{T \to \infty} \frac{1}{T} E \left\{ \int_0^T [X^T Q x + u^T R u] d\tau \right\} $$

and (ii) find the optimal state estimate $\hat{x}$ of $x$ to minimize $E \left\{ (x - \hat{x})^T (x - \hat{x}) \right\}$. The weighting matrices $Q$ (states weights, pos. semidef.), $R$ (control weight, pos. defn.) for the control problem, and $W$ (process noise covariance, pos. semidef.), $V$ (measurement noise covariance, pos. defn.) for the estimation problem, are the tuning parameters. The dual procedure can be also followed, i.e. solve for the state estimation problem and next for the optimal gain. In this paper we express LQG in the $\mathcal{H}_2$ framework using the generalised plant configuration, see Fig.6.

The closed loop $\mathcal{H}_2(P,K)$ of the regulated $z_2$ (control $z_{2,1}$ and states $z_{2,2}$) outputs, to the exogenous inputs (process noise $w^p$ and sensor noise $v^p$) is given by

$$
\begin{bmatrix}
R^{1/2} K (I - G K)^{-1} G_1 W^{1/2} & R^{1/2} K (I - G K)^{-1} V^{1/2} \\
G_3 + G_2 K (I - G K)^{-1} G_1 W^{1/2} & G_2 K (I - G K)^{-1} V^{1/2}
\end{bmatrix}
$$

where

$$
G = C(sI - A)^{-1} B, \quad G_1 = C(sI - A)^{-1} B_w, \quad G_2 = Q^{1/2}(sI - A)^{-1} B, \quad G_3 = Q^{1/2}(sI - A)^{-1} B_w
$$

Then the generalised plant $P(s)$ is given by

$$
P(s) = \begin{bmatrix} A & B w W^{1/2} & 0 \\ 0 & 0 & 0 \\ C & 0 & V^{1/2} \end{bmatrix} R^{1/2}
$$

The choice of weights usually depends upon the individual application, the experience of the designer and trial-and-error, although references exist on possible systematic ways of choosing the weights and their limitation, for example see [22]. Moreover, the robustness of LQG can be improved by Loop Transfer Recovery (LTR) (the reader is referred to the literature for further details). However, for the purposes of this paper we will follow a simple LQG control exercise.

The choice of the parameters for the current design is: $Q = C^T C, R = 1, B_w = B$ (process noise via the controlled input), $W = I, V = I$ (three measurements are used). In fact, this usually is a set of simple initial choices found in the context of LQG. The resulting controller is the same size as the reduced plant (recall that we used static weights). The closed loop damping for: (i) the uncontrolled full ($138(3)$) model, (ii) the designed ($9^{th}$) order controller with the reduced ($9^{th}$) order model, and (iii) the designed controller with the full order model system, are shown in Table I. Although some damping ratios have improved, i.e. for model 1 and model 3, the requirements are not met. In addition, there is a poorly damped mode introduced by the controller in case (iii) at a frequency of 0.470Hz. Likewise, faster designs will not meet the requirements (with both damping and robustness issues being critical).

<table>
<thead>
<tr>
<th>Mode no.</th>
<th>Full model no control</th>
<th>Reduced model with control</th>
<th>Full model with control</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\zeta$</td>
<td>$f(\text{Hz})$</td>
<td>$\zeta$</td>
</tr>
<tr>
<td>2</td>
<td>0.051</td>
<td>0.370</td>
<td>0.268</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.050</td>
<td>0.790</td>
<td>0.100</td>
</tr>
</tbody>
</table>

The weights can be manipulated in order to control the speed of response (however we will keep the values fixed for illustration purposes in the design steps). Moreover, to apply Loop Transfer Recovery (LTR) the plant should first be squared by including dummy inputs (details on such a systematic design can be seen in [24]). In such case the design can be substantially improved but the overall procedure can be time-consuming, with designer experience being a key issue.

6.2 $\mathcal{H}_2$ / LQG solution with pole location constraints via LMIs

This section extends the previous case of $\mathcal{H}_2$ / LQG control to include closed loop location constraints via LMIs. The weights from the previous design case remain fixed and no additional (dynamic) weights are imposed in the LMI procedure. Thus, the resultant controller is the same order as the design model ($9^{th}$ order in this case). The controller was then further reduced to $7^{th}$ order, using the reduction method discussed in Section 4, with clearly indistinguishable differences from the original $9^{th}$ order (Fig. 7) (showing by definition the largest singular of the one output/three input controller transfer function). Note that by choosing simple static weights low complexity is maintained and the effectiveness of using LMIs in enhancing the problem formulation is directly illustrated.

Table II lists the closed loop damping ratios for both pre- and post-fault operating conditions using the reduced $7^{th}$ order controller (this was actually designed using the reduced post-fault model). The last four rows of the table represent, modes 1, 2, 3 and 4 respectively. The pole location constraint
in this configuration was set to at least a damping ratio of 0.1, $\theta = 2\cos^{-1}(0.1)$, (for the design using the reduced order model). It can be clearly seen that although the results have substantially improved from the original $\mathcal{H}_2$ / LQG design, the damping of mode 2 for the pre-fault model marginally fails to meet the requirement of 0.1.

### TABLE II

**CLOSED-LOOP DAMPING RATIOS (POLE LOCATION $\zeta$ CONSTRAINT=0.1)**

<table>
<thead>
<tr>
<th>Pre-fault (full)</th>
<th>Post-fault (full)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta$</td>
<td>$f(Hz)$</td>
</tr>
<tr>
<td>0.055</td>
<td>0.391</td>
</tr>
<tr>
<td>0.044</td>
<td>0.508</td>
</tr>
<tr>
<td>0.055</td>
<td>0.623</td>
</tr>
<tr>
<td>0.050</td>
<td>0.792</td>
</tr>
</tbody>
</table>

The next step is to allow for more tolerance when merging the reduced order controller to the full order system structure. Thus, setting the pole location constraint to a minimum damping of 0.2, $\theta = 2\cos^{-1}(0.2)$, (for the design on the reduced order model) satisfies the damping requirements for all modes of interest (i.e. mode 1, 2 and 3) as seen from Table III. The assessment is based on the full order models with the reduced order controller.

### TABLE III

**CLOSED-LOOP DAMPING RATIOS (POLE LOCATION $\zeta$ CONSTRAINT=0.2)**

<table>
<thead>
<tr>
<th>Pre-fault (full)</th>
<th>Post-fault (full)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta$</td>
<td>$f(Hz)$</td>
</tr>
<tr>
<td>0.055</td>
<td>0.391</td>
</tr>
<tr>
<td>0.044</td>
<td>0.508</td>
</tr>
<tr>
<td>0.055</td>
<td>0.623</td>
</tr>
<tr>
<td>0.050</td>
<td>0.792</td>
</tr>
</tbody>
</table>

Although it seems that by keep increasing the minimum damping constraint results might further improved, in reality this will impose strict constraints on the solution using LMI for the current application of damping improvement. Usually it will give infeasible solutions or unstable controllers which still stabilise the closed loop (i.e. stabilizing controllers) but clearly impractical to use. For the current application a minimum damping ratio greater or equal to 0.35 initiates this problem. Thus, care should be taken in formulating a reasonable problem setup.

The incorporation of pole location constraints using LMIs for the $\mathcal{H}_2$ / LQG problem, satisfied all damping requirements and also shown good robustness properties as seen from the results. The complexity of the solution was kept low by choosing static weights, in fact the original LQG weights which illustrated the advantages of using LMIs. The design could be seen as a good basis for further robustification, but with the possibility of introducing additional complexity. For example a multi-objective approach in terms of different norms, by incorporating additional constraints for the $\mathcal{H}_\infty$ norm of a selected closed loop function (i.e. additional exogenous inputs considered in relation with the existing or new regulated outputs). Emphasis could be placed on selecting possible dynamic weights for the design or other pole location regions (disks, horizontal strips, or combinations of regions etc.). It should be noted that in the case of extra dynamic weights the order of the resultant controller will increase.

### 7 Simulation Results

A first set of results showing the effectiveness of the design has been presented in the previous section. However, this section presents further tests using different operating conditions and a set of time domain results on a non-linear simulation. The controller is the reduced $7^{th}$ order designed in Section 6 with the pole location constraints (minimum damping constraint=0.2 for the reduced order design system). Table IV presents the eigen-analysis results for the closed-loop for different line outages scenarios. It is clearly seen that the controller maintains good robustness properties under all probable conditions, despite being designed on a reduced order (nominal) post-fault model. The effectiveness of the LMI solution is clearly evident. (A more detailed robustness assessment in the frequency domain will be presented in the final paper.)

### TABLE IV

**DAMPING RATIOS FOR A NUMBER OF TIE-LINES OUTAGES WITH 700 MW FLOW BETWEEN NETS AND NYPS AND C1 LOAD MODEL**

<table>
<thead>
<tr>
<th>Tie-line outage between</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta$</td>
<td>$f(Hz)$</td>
<td>$\zeta$</td>
<td>$f(Hz)$</td>
</tr>
<tr>
<td>60-61</td>
<td>0.144</td>
<td>0.380</td>
<td>0.180</td>
</tr>
<tr>
<td>23-54</td>
<td>0.154</td>
<td>0.510</td>
<td>0.105</td>
</tr>
<tr>
<td>27-53</td>
<td>0.161</td>
<td>0.492</td>
<td>0.334</td>
</tr>
</tbody>
</table>

A nonlinear Matlab simulation was carried out over a time-period of 25sec to demonstrate robust performance of the controller in the presence of nonlinearities inclusive of possible saturation for completeness. Inter-area oscillations are originated due to a three-phase solid fault close to bus #53 on one of the tie-lines connecting buses #53-#54.
Fig. 8 shows the system dynamic response in terms of the relative angular separation of machine G1 relative to G15, while Fig. 9 the same for machine G15 relative to G13. The system “no control” denotes the absence of supplementary damping, while the primary control loop for the TCSC device continues to sustain the steady-state power-flow specifications. It is illustrated that the inter-area oscillations are successfully damped-out soon after 10 sec with control enabled (10-15 sec being the allowed range). Fig. 10 presents the TCSC controller response. Initially the response is quite oscillatory (however within the allowable limits for a TCSC device) due to the nature of the severe line-outage, while settles quickly just after 10 sec.

8 Conclusion

The paper presented a $\mathcal{H}_2$ LMI-based design for improving the damping of power system inter-area oscillations of an equivalent large power system (138th order) using a practical controller structure (7th order) via a TCSC FACTS device. An extensive discussion on effective model reduction for the power system model was presented. The design procedure followed a simple LQG formulation (with the aim to avoid additional complexity) within the $\mathcal{H}_2$ framework, and its extension via LMIs incorporating closed loop pole location constraints. The choice of simple static weights (i.e. the ones encountered in LQG-type designs), illustrated the merits of using LMI techniques to impose multiple objectives. Our final design both provided appropriate damping and sustained good robustness properties over the required frequency range and despite the variety of uncertainty/operating conditions in the full non-linear power system model. All required oscillatory modes of interest where sufficiently damped over the range of operating conditions, demonstrated via eigenvalue analysis and time domain simulation results. The design can serve as a useful basis for further extension, i.e. minimisation of $\mathcal{H}_2$ criteria or additionally providing further robustification (usually at the expense of adding complexity via the extra weighting functions). The paper should be of considerable interest to power system engineers who have to provide practical solutions but may be put off by the potential complexity of advanced control techniques especially in the area of LMIs.
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