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Abstract—The paper presents a method to recover the performance of an EMS (Electromagnetic suspension) under faulty air gap measurement. The controller is a combination of classical control loops, a Kalman estimator and analytical redundancy. Simulations verify the proposed sensor Fault Tolerant Control (FTC) method for the EMS system.

I. INTRODUCTION

In recent years, MAGnetic LEVitation (MAGLEV) systems have been attractive to the transport industry due to a number of advantages they offer compared to the conventional wheel-on-rail systems. In particular, maglev trains have no mechanical contacts with the rail thus reducing maintenance costs, although in general building maglev rail infrastructure is more expensive than conventional rail infrastructure [1]. MAGLEV suspensions offer high performance with desirable levels of ride quality, however they are stabilised systems and can be very sensitive to sensor faults since there is high probability of instability under sensor faults. If the EMS system becomes unstable it can either fall off or stick to the track causing possible failures of the whole system. Hence, being a critical fail-safe system substantially increases costs as it is requires a fault tolerant control structure [2].

Previous studies on fault tolerant controllers for MAGLEV suspensions, have concentrated on state feedback control [3], LMI-based $H_{\infty}$ approaches [4], an encounter on simultaneous stabilisation [5], as well as duplex controllers to offer some form of hardware redundancy [6]. However, this paper presents a fault tolerant control which aims to reducing hardware sensor redundancy, while optimising the overall MAGLEV performance (both deterministic and ride quality terms). In particular, the paper extends concepts presented in [7]–[9] and [10] with overall aim of simplicity in the solutions. The methodology utilises a combination of classical control with inner loop and a Kalman-busy estimator.

In order to satisfy a number of constraints simultaneously while minimising the input power to achieve the best ride quality, evolutionary algorithms have been used for the tuning of both classical controllers and Kalman filter that prove satisfactory for control applications [11]. Although the controllers and Kalman filter are designed on the linearised model of the MAGLEV vehicle, the implementation and framework validation is done on the non-linear equivalent (in order to take in account the realistic issues of varying operating conditions).

The recently proposed genetic algorithm (NSGAII) based on non-dominated sorting of the individuals in the chromosome [12] has very good distribution of solutions on the optimum Pareto front and it is used in this case.

The paper is organised as follows: In section II the linearised quarter car model of the MAGLEV suspension is presented. In Section III possible disturbance inputs to the suspension followed by the MAGLEV suspension requirements and desired objectives are presented. The multiobjective constrained optimisation method using NSGAI in given in section IV while the overall problem and the approach used to implement the fault tolerant control scheme is given in Section V. Finally, the verification of the proposed method via simulations is given in Section VI followed by the conclusion in section VII.

II. QUARTER CAR MODEL

The diagram of an electromagnet suspension system is shown in Fig.1. The system represents one degree of freedom motion and can be considered as a “quarter car” vehicle model. The suspension consists of an electromagnet with a ferromagnetic core and a coil which is attached to the track that is made out of ferromagnetic material. The carriage mass is attached to the electromagnet. $z_t$ is the rail position and $z$ is the carriage position. The air gap ($z_t - z$), that is to be controlled to provide an appropriate suspension performance (see later), is the difference between the two. Assuming that the positive direction is downwards the equation of motion arising from Newton’s second law is

$$ M \frac{d^2 z}{dt^2} = Mg - F $$

(1)

Where $M$ is the Mass of the carriage, $g$ is the gravity acceleration constant taken as $9.81 m/s^2$ and $F$ is the vertical
force produced by the electromagnet to keep the carriage at the operating position. The electrical circuit of the electromagnet is given by

\[ u = R_i + L \frac{d i}{d t} + N A \frac{d b}{d t} \]  

(2)

where, \( u \) is the input voltage, \( R \) is the coil’s resistance, \( L \) is the leakage inductance, \( N \) the number of turns and \( A \) is the pole face area. \( i \) is the coil current and \( b \) is the flux density. As indicated in [13] the four important variables in the electromagnetic suspension are Force \( F \), flux density \( B \), the air gap \( G := G_o + (z_t - z) \) and the coil current \( I \). The relationships between those variables, are shown in Fig. 2 (Straight lines for theoretical and dotted lines for a practical magnet including leakage and saturation). At constant air gap, the flux density is proportional to the coil current and at constant current is inversely proportional to the air gap. The force is proportional to the square of the flux density. The MAGLEV suspension is non-linear but there are no hard non-linearities in the system thus linear controllers can be used for control which can perform satisfactorily as it is shown in section VI.

To derive the LTI state space model, linearisation is done around the operating point (nominal values) of the coil current \( I_o \), flux \( B_o \), force \( F_o \) and nominal air gap \( G_o \). The linearisation which leads to the state space model in equation (3) can be found in [7]. The state space equation is:

\[ \dot{x} = A_g x + B_u u + B_{z_t} z_t \]

\[ y = C_m x \]

(3)

and the (linear) states are given as: \( x = [i \ z \ (z_t - z)]^T \) where \( i \) is the coil current, \( z \) is the vertical velocity and \( (z_t - z) \) is the air gap.

The matrices are:

\[ A_g = \begin{pmatrix} -\frac{R}{L + K_i N A} & -\frac{K_o N A}{L + K_i N A} & 0 \\ K_i & 0 & -\frac{K_o N A}{M} \\ 0 & -1 & 0 \end{pmatrix} \]  

(4)

\[ B_u = \begin{pmatrix} \frac{1}{L + K_i N A} \\ 0 \\ 0 \end{pmatrix} \]

\[ B_{z_t} = \begin{pmatrix} \frac{K_o N A}{L + K_i N A} \\ 0 \\ 1 \end{pmatrix} \]  

(5)

\[ C_m = \begin{pmatrix} 1 & 0 & 0 \\ 0 & K_i & 0 \\ 0 & 0 & 1 \end{pmatrix} \]  

(6)

where the measurements in the output matrix \( C_m \) are the current, the flux density and the air gap \( [i \ b \ (z_t - z)]^T \).

The parameter values for the quarter car model used are: \( M = 1000 kg \), \( G_o = 0.015 m \), \( B_o = 1 T \), \( I_o = 10 A \), \( F_o = 9810 N \), \( R = 10 \Omega \), \( L = 0.1 H \), \( N = 2000 \) and \( A = 0.01 m^2 \). The constants are given as \( K_i = B_o/I_o, K_o = B_o/G_o \) and \( K_b = 2F_o/B_o \).

### III. DISTURBANCE INPUTS TO THE MAGLEV SUSPENSION AND REQUIREMENTS

#### A. Stochastic input

The stochastic input is due to random variations of the rail position as the vehicle moves along the track. These arise due to track-laying inaccuracies, steel rail discrepancies as well as due to unevenness during the installation of the rails. Considering the vertical direction, the velocity variations can arise as the vehicle moves along the track. These arise due to track-laying inaccuracies, steel rail discrepancies as well as due to unevenness during the installation of the rails. The main deterministic input to the suspension in the vertical direction is due to the transition onto a gradient. In this work, the deterministic input shown in Fig.3 is used that represents a gradient of 5% at a vehicle speed of 15m/s, an acceleration of 0.5m/s² and a jerk of 1m/s³.

\[ S_{z_t} = \pi A_r V_o \]  

(7)

where \( V_o \) is the vehicle speed (taken as 15m/s in this case) and \( A_r \) represents the roughness and is assigned a value of \( 1 \times 10^{-7} m \) for high quality track. The corresponding autocorrelation function is then given as:

\[ R(\tau) = 2\pi^2 A_r V_o \delta(\tau) \]  

(8)

Since a non-linear model is used for the simulations, the rms values of the variables (i.e ride quality, input current) are calculated from the values of the time history.

#### B. Deterministic input

The main deterministic input to the suspension in the vertical direction is due to the transition onto a gradient. In this work, the deterministic input shown in Fig.3 is used that represents a gradient of 5% at a vehicle speed of 15m/s, an acceleration of 0.5m/s² and a jerk of 1m/s³.
C. Design requirements

Fundamentally there is a trade off between the deterministic (track gradient) and the stochastic response (ride quality) of the suspension. For slow speed vehicles, performance requirements are described in [14] and [15]. For this case, the objective is to minimize both the vertical acceleration, $\ddot{z}$, (improve ride quality) and the excitation of the electromagnets by minimizing RMS of the current variations $i_{rms}$ about the nominal point. Therefore, the objective functions are given as:

$$
\phi_1 = i_{rms} \quad \phi_2 = \ddot{z}_{rms}
$$

Classical control with inner loop flux feedback is advantageous in controlling a MAGLEV vehicle [16]. Using a Proportional-Integral controller for the inner loop and Phase advance controller for the outer loop, the MAGLEV suspension can perform satisfactorily with sufficient robustness [16]. In any real application the sensors add noise to the measured quantities. For the MAGLEV suspension, the noise from sensors can be amplified by the controller and appears on the control signal (at the driving signal of the suspension). Particularly, if the controller has high gains, then the amplitude of the noise can become very large. Figure 4 shows the open-loop frequency response from the control input ($u$) to the air gap ($mm$) and the current ($i$). It can be seen that the open-loop frequency response has a low pass filter characteristics and therefore the noise is filtered having limited effect at the outputs. Although the MAGLEV suspension can be considered as a low pass filter, it is better to keep the level of the noise as low as possible with an extra objective added to the optimisation algorithm:

$$
\phi_3 = u_{noise_{rms}}
$$

The required limitations are listed on Table I.

IV. MULTIOBJECTIVE CONSTRAINED OPTIMISATION VIA NSGAII

The Non-dominated Sorting Genetic Algorithm II (NSGAII) [12] is used in this paper. A summary of the basic parameter values for this algorithm are given below, while more details about the algorithm functionality can be found in [8].

The crossover probability is generally selected to be large in order to have a good mixing of genetic material. The mutation probability is defined as $1/n_v$, where $n_v$ is the number of variables. For the simulated binary crossover parameter (SBX) and the mutations parameter it was decided to use the default value of 20 and 20 since they provide good distribution of solutions for the algorithm operations. Since the problem is separated into two parts (see Section V), the number of individuals in the population $(Pop_{num})$ and generations $(Gen_{num})$ are different in each case and therefore they are given in sections V-A and V-B.

In order to achieve the required constraints different ways exist in genetic algorithms [17]. The penalty function approach [18] is used to achieve the required constraints within limits, while the dynamically updated penalty functions are efficiently used to avoid infeasible solutions [19].

V. FAULT TOLERANT CONTROL FOR AIR-GAP SENSOR FAILURE

The problem considered in this paper is to recover the performance of the MAGLEV suspension in case of a faulty air gap measurement (being a critical measurement). The technique used is depicted in Fig. 5. The non-linear model has three outputs. The air gap $(G)$, the flux $(B)$ and the current $(I)$.

Note that the scheme is implemented on the nonlinear model,
while the appropriate linear signals are derived and fed to the linear system points for correct operation [20].

In order to detect a fault at the air gap measurement three air gap signals are compared. The measured air gap \((z_t - z)_{\text{mea}}\), the estimated air gap \((z_t - z)_{\text{est}}\) and the calculated air gap \((z_t - z)_{\text{calc}}\). The latest is calculated from (see [10])

\[
(z_t - z)_{\text{calc}} = K_b \frac{I}{B} - G_o
\]  

(11)

Fault Detection and Isolation mechanisms compare the three signals and the residuals indicate if the actual gap measurement \((z_t - z)_{\text{mea}}\) is healthy or not. In a healthy situation the air gap signal is given by

\[
(z_t - z) = \frac{[(z_t - z)_{\text{mea}} + (z_t - z)_{\text{est}} + (z_t - z)_{\text{calc}}]}{3}
\]  

(12)

When the air gap measurement becomes faulty, the faulty air gap measurement is isolated and the air gap signal \((z_t - z)\) is given by

\[
(z_t - z) = \frac{[(z_t - z)_{\text{calc}} + (z_t - z)_{\text{est}}]}{2}
\]  

(13)

The problem is separated in two parts. In the first part, the classical control strategy is optimised via NSGAI and the second part is automatic tuning of the Kalman filter to estimate the air gap \((z_t - z)_{\text{est}}\) signal using the current \((i)\) and the flux \((b)\) measurements.

The noise covariance matrix \(V_{\text{diag}}\) is used in order to give the same estimated air-gap as the actual measurement for both deterministic and stochastic responses. These are assumed to be uncorrelated zero-mean Gaussian stochastic processes with constant power spectral densities \(W\) and \(V\) respectively.

The Kalman filter has the structure of an ordinary state-estimator with a state equation as

\[
\dot{x} = Ax + Bu + K_f(y - C\dot{x})
\]  

(16)

where in this case, \(A\) is the \(2 \times 2\) matrix with values of the noise covariance for the current and flux measurements, \(B\) is a \(3 \times 3\) process noise matrix directly affect each states \((B_u = 3 \times 3)\).

In order to estimate the air gap signal two objectives are selected to be minimised by the NSGAI i.e. to tune the Kalman filter presented in equation (17) and the Integral absolute error between the actual air-gap and the estimated for both deterministic \((\phi_{\text{det}})\) and stochastic \((\phi_{\text{stoch}})\) responses. Although the Kalman filter is stable by default it was important

The controller parameters are tuned simultaneously via the evolutionary algorithm NSGAI and an optimum Pareto front of controllers is recovered. From those controllers that satisfy the predefined constraints, the desired controller that achieves the required performance can be selected.

The NSGAI parameters used are mentioned in section IV and the chromosome population is set to \(Pop_{\text{num}} = 70\) for a maximum of 300 generations \((Gen_{\text{num}} = 300)\).

B. Kalman estimator tuning

The air gap measurement is included as a state in the linearised model of the MAGLEV system (see equation 3) and therefore a Kalman estimator can be used estimate it. Automatic tuning is performed via NSGAI as explained in section IV.

Consider the following state space expression which is the linearised MAGLEV model

\[
\dot{x} = A_g x + B_u u + B_w \omega_d
\]

\[
y = C_m x + \omega_n
\]  

(15)

where, \(\omega_d\) and \(\omega_n\) are the process and measurement noises respectively. These are assumed to be uncorrelated zero-mean Gaussian stochastic processes with constant power spectral densities \(W\) and \(V\) respectively.

The controller’s transfer functions are given as

\[
PI = G_1 \frac{t_{i+1}}{t_{i+1}} \\ PA = G_o b^{k+1} t_{k+1} \]  

(14)

While the appropriate linear signals are derived and fed to the linear system points for correct operation [20].
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The controller parameters are tuned simultaneously via the evolutionary algorithm NSGAI and an optimum Pareto front of controllers is recovered. From those controllers that satisfy the predefined constraints, the desired controller that achieves the required performance can be selected.

The NSGAI parameters used are mentioned in section IV and the chromosome population is set to \(Pop_{\text{num}} = 70\) for a maximum of 300 generations \((Gen_{\text{num}} = 300)\).

B. Kalman estimator tuning

The air gap measurement is included as a state in the linearised model of the MAGLEV system (see equation 3) and therefore a Kalman estimator can be used estimate it. Automatic tuning is performed via NSGAI as explained in section IV.

Consider the following state space expression which is the linearised MAGLEV model

\[
\dot{x} = A_g x + B_u u + B_w \omega_d
\]

\[
y = C_m x + \omega_n
\]  

where, \(\omega_d\) and \(\omega_n\) are the process and measurement noises respectively. These are assumed to be uncorrelated zero-mean Gaussian stochastic processes with constant power spectral densities \(W\) and \(V\) respectively.

The Kalman filter has the structure of an ordinary state-estimator with a state equation as

\[
\dot{x} = Ax + Bu + K_f(y - C\dot{x})
\]  

(16)

where in this case, \(A\) is the \(2 \times 2\) matrix with values of the noise covariance for the current and flux measurements, i.e \(V = diag(V_1, V_6)\) \((V_1\) and \(V_6\) are taken as the square of 1% of the maximum value for the deterministic response).

The \(W\) matrix is given as \(W = diag(W_1, W_2, W_3, -2)\) where \(W\) is a \(3 \times 3\) process noise matrix directly affect each states \((B_u = 3 \times 3)\).

In order to estimate the air gap signal two objectives are selected to be minimised by the NSGAI i.e. to tune the Kalman filter presented in equation (17) and the Integral absolute error between the actual air-gap and the estimated for both deterministic \((\phi_{\text{det}})\) and stochastic \((\phi_{\text{stoch}})\) responses. Although the Kalman filter is stable by default it was important
to take the appropriate time domain signal comparison for performance test.

\[
\phi_{\text{det}} = \int |(z_t - z)_{\text{mea}} - (z_t - z)_{\text{est}}| dt \\
\phi_{\text{stoch}} = \int |(z_t - z)_{\text{mea}} - (z_t - z)_{\text{est}}| dt
\]  

(17)

In this case, it is important to have a good precision for the estimated air-gap and therefore two constraints are assigned so that the precision is better than 5% \((\leq 5\%)\) (18).

\[
\omega_{\text{det}} = \int |(z_t - z)_{\text{mea}} - (z_t - z)_{\text{est}}| dt \leq 0.05 \\
\omega_{\text{stoch}} = \int |(z_t - z)_{\text{mea}} - (z_t - z)_{\text{est}}| dt \leq 0.05
\]  

(18)

The parameters for the NSGAII are the same as mentioned in section IV but in this case, in order to reduce the computation effort, the chromosome population is set to \(\text{Pop}_{\text{num}} = 50\) and the maximum generations to \(\text{Gen}_{\text{num}} = 100\).

VI. SIMULATIONS

The classical control approach used was successfully tuned and the desired performance of the MAGLEV suspension has been achieved. In Fig.6 the optimum Pareto front of controllers is illustrated. Although there are three assigned objectives, the trade-off between the \(i_{\text{rms}}\) and \(\bar{z}\) is depicted that is of interest. A 3-D figure is avoided because the trade-off is not clear due to the nature of such plot. However, the 2-D plot is sufficient to show the Pareto-optimality of the important objectives \(i_{\text{rms}}, \bar{z}\) while the maximum level of the noise is restricted to around 25\(V_{\text{rms}}\). This seems high value but as explained in section III-C the noise is filtered from the dynamics (see Fig. 7).

The ride quality of the suspension is less than 0.5\(m/s^2\) while the current from the stochastic behaviour is limited to around 1A. From the optimum Pareto front of controllers depicted in Fig. 6 all controllers shown are tuned to satisfy all constraints listed in Table I and therefore any one of them can be selected based on the user’s requirements. The controllers that results in the best ride quality (smallest \(\bar{z}\)) which is given in (19) is selected.

\[
PA = 3.980_{0.1323}^{0.324}, PI = 1.1642e3_{0.0052}^{0.0052} 
\]  

(19)

The resulting ride quality is 0.26\(m/s^2\) and the air gap deviation on the track gradient is shown in Fig. 7(a). As it is shown, all the constraints for the deterministic response are satisfied including maximum air gap deviation and settling time. It is clear that the noise on the control effort (Fig.7(b)) does not affect the performance of the suspension and the maximum peak value constraint is satisfied.

\[\text{(a) deterministic response of air gap (b) deterministic response of the input voltage (u).}\]

Fig. 7. Deterministic response of air gap and control effort.

Using the proposed optimisation method, the controllers are successfully tuned and the next stage is to show that the Kalman filter is also able to estimate the air gap signal using only the current \(i\) and the flux \(b\) measurement. The Kalman filter has been tuned as explained in section V-B to estimate the air gap for both deterministic and stochastic responses. Figure 8 shows the error between the measured and the estimated \((e_{(z_t-z)_{\text{mea,est}}})\) and the measured and calculated \((e_{(z_t-z)_{\text{mea,calc}}})\) air gap signals for the deterministic response. The same results are obtained with the stochastic track inputs but are not illustrated here. In both cases the errors are small and therefore they can be used for the fault detection. The next step is to inject a fault in the actual air gap measurement and observe the results. In this case the fault scenario is that the actual air gap measurement sensor suddenly is damaged at \(t = 1s\) and the output varies around zero in the form of a undesired coloured noise disturbance. The three air gap signals with the measured air gap signal which fails at \(t = 1s\) are depicted in Fig.9(a). Figure 9(b) shows the difference between the actual air gap with no fault and with faulty air gap measurement. As can been seen, the performance of the suspension is successfully recovered with the actual air gap been fully recovered. The same results appears with stochastic inputs.

VII. CONCLUSION

In this paper, a method has been proposed to recover the performance of a MAGLEV suspension in case of a faulty air gap sensor. In this case, no hardware redundancy is required for the air gap measurement thus reducing cost of the overall control system. The air gap measurement is rather critical for the maglev suspension system controllers, can be expensive and also located in harsh environment i.e. increasing fault probability. A simplified, albeit robust control structure was proposed while the estimator successfully estimates the required signals for the fault tolerant structure. Simulation results
on the non-linear equivalent model illustrated the efficacy of the scheme.
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