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ABSTRACT

The paper describes a sensor optimisation systematic framework approach and a Fault Tolerant control scheme for sensor failures applied to an EMS maglev system. The aim is to find the minimum number of sensors that can be used in order to optimise the performance, reduce complexity and offer sensor fault tolerance. The concept is verified via simulations with the non-linear model of an EMS system.

1. INTRODUCTION

MAGLEV trains offer a number of advantages against the conventional wheel-on-rail trains [1]. A MAGLEV vehicle in contrast with the wheel-on-rails is suspended below the rail using electromagnetic forces. A number of types of MAGLEV suspension exist but in this paper the electromagnetic suspension (EMS) is considered. The EMS system uses attractive forces to support the vehicle and the passengers. This is a non-linear, unstable system with non-trivial requirements as well as a fail safe critical system and sensitive to sensor faults. In fact, if one or more sensors failures, most probably the EMS system will fall off or stick to the track causing possible failures of the whole system. Being a critical fail-safe system substantially increases costs as it requires a Fault Tolerant Control (FTC) structure [2].

Previous work on optimised sensor configurations via Linear Quadratic Gaussian (LQG) control [3] is extended to the FTC concept for sensor failures. Other approaches also exist from the sensor optimisation point of view including \( H_\infty \) robust control [4] and robust stability via Loop shaping design procedure [5]. The optimised sensor configuration frameworks developed are based on the linearised model of the maglev suspension while simulations employ the actual nonlinear model for sensor selection performance validation.

Previous studies on FTC for MAGLEV suspensions have concentrated on state feedback control [6], LMI-based \( H_\infty \) approaches [7], an encounter on simultaneous stabilisation [8], as well as duplex controllers to offer some form of hardware redundancy [9]. None of the previous studies has considered the sensor selection for optimum performance and fault tolerance. This paper presents a FTC approach which aims to reducing hardware sensor redundancy, while optimising the overall MAGLEV performance (both in deterministic and ride quality terms).

The paper is organised as follows: Section 2 presents the non-linearities of the EMS system along with the state space linearization of the quarter car model. Section 3 presents the input disturbances to the MAGLEV suspension while the assigned objectives are given along with the required restrictions. In section 4 the sensor optimisation systematic framework via LQG is described and the extended sensor selection for fault tolerant control is given in section 5. Finally conclusions are drawn in section 6.

2. THE EMS SYSTEM MODEL

The diagram of an electromagnet suspension system is shown in Fig.1. The system represents a one degree of freedom model considered as a ‘quarter car’ vehicle equivalent. The suspension consists of an electromagnet with a ferromagnetic core and a coil which is attracted to the rail that is made out of ferromagnetic material. The carriage mass is attached to the electromagnet. \( z_t \) is the rail position and \( z \) is the carriage position. The air gap \((z_t - z)\), that is to be controlled to provide an appropriate suspension performance (see later).

Assuming that the positive direction is downwards the equation of motion arising from Newton’s second law is

\[
M \frac{d^2 z}{dt^2} = Mg - F
\]

Where \( M \) is the mass of the carriage, \( g \) is the gravity acceleration constant taken as \( 9.81 \text{m/s}^2 \) and \( F \) is the vertical force produced by the electromagnet to keep the
carriage at the operating position. The electrical circuit of the electromagnet is given by

\[
V_{\text{coil}} = RI + L \frac{dI}{dt} + NA \frac{dB}{dt} \tag{2}
\]

Where \( u \) is the input voltage, \( R \) is the coil’s resistance, \( L \) is the leakage inductance, \( N \) the number of turns and \( A \) the pole face area. \( I \) is the coil current and \( B \) is the flux density. As indicated in [10] the four important variables in the electromagnetic suspension are force \( F \), flux density \( B \), the air gap \( G = G_0 + (z_i - z) \) and the coil current \( I \). The relationships between those variables are shown in Fig. 2 (straight lines for theoretical and dotted lines for a practical magnet including leakage and saturation). At constant air gap, the flux density is proportional to the coil current and at constant current is inversely proportional to the air gap.

The force is proportional to the square of the flux density. The MAGLEV suspension is non-linear but there are no hard non-linearities in the system thus linear controllers can be used for control which can perform satisfactory as it is shown later in section 4.

To derive the LTI state space model, linearisation is performed around the operating point (nominal values) of the coil current \( I_0 \), flux \( B_0 \), force \( F_0 \), nominal input voltage \( V_0 \) and air gap \( G_0 \). The linearisation which leads to the state space model in equation (3) can be found in [3].

\[
\dot{x} = A_x x + B_x u + B_{dx} \dot{z}_i \tag{3}
\]

\[
y = C_m x
\]

Note that subscript \( dz \) implies \( z \). The states are given as: \( x = [i \ z \ (z_i - z)] \) where \( i \) is the coil current, \( z \) is the vertical velocity and \( (z_i - z) \) is the air gap. The state space matrices are given by (4), (5) and (6), where the measurements in the output matrix \( C_m \) are the current, flux density \( b \) air gap, velocity, acceleration \( z \) . Different sensor combinations can be selected via \( C_m \) defined as sensor sets. All feasible sensor sets are given by \( N_c = 2^{N_s} -1 \). \( N_s \) being the total number of sensors.

The parameter values for the quarter car linear and non-linear model used are: \( M = 1000kg \)
\( G_0 = 0.015m \)
\( B_0 = 17 \)
\( I_0 = 10A \)
\( F_0 = 9810N \)
\( R = 10\Omega \)
\( L = 0.1H \)
\( N = 2000 \)
\( A = 0.01m^2 \).

The stochastic inputs are due to random variations of the rail position as the vehicle moves along the track. These arise due to track-laying inaccuracies, steel rail discrepancies as well as due to unevenness during the installation of the rails. Considering the vertical direction, the velocity variations can be approximated by a double-sided power spectrum density (PSD) expressed as:

\[
S_{dz} = \pi A_v V_{\text{vehicle}} \tag{7}
\]

Where \( V_{\text{vehicle}} \) is the vehicle speed (taken as 15m/s in this case) and \( A_v \) represents the roughness and is assigned a value of \( 1 \times 10^{-7} \) for high quality track. The corresponding autocorrelation function is then given as:

\[
R(\tau) = 2\pi^2 A_v V_{\text{vehicle}} \delta(\tau) \tag{8}
\]

Since a non-linear model is used for the simulations, the rms values of the variables (i.e ride quality, input current) are calculated.
3.2 Deterministic Input
The main deterministic input to the suspension in the vertical direction is due to the transition onto a gradient. In this work, the deterministic input shown in Fig. 3 is used that represents a gradient of 5% at a vehicle speed of 15 m/s, an acceleration of 0.5 m/s^2 and a jerk of 1 m/s^3.

The working limitations for the MAGLEV suspension are listed in Table 1. The assigned constraints guarantee that the MAGLEV suspension is working within safety limits.

In any real application the sensors add noise to the measured quantities. For the MAGLEV suspension, the noise from sensors can be amplified by the controller and appears on the control signal (at the driving signal of the suspension). Particularly, if the controller has high gains, then the amplitude of the noise can become very large. Figure 4 shows the open-loop frequency response from the control input (u) to the air gap (z_1 - z) and the current (i). It can be seen that the open-loop frequency response has a low pass filter characteristics and therefore the noise is filtered having limited effect at the outputs. Although the MAGLEV suspension can be considered as a low pass filter, it is better to keep the level of the noise as low as possible with an extra constraint added to the optimisation algorithm:

\[ u_{\text{noise}} < 50 \text{V} \]

Fig. 3. Deterministic input to the suspension with 15 m/s onto 5% track gradient

3.3 Design Requirements
Fundamentally there is a trade off between the deterministic (track gradient) and the stochastic response (ride quality) of the suspension. For slow speed vehicles, performance requirements are described in [11, 12]. The objective is to minimise both the vertical acceleration, \( u_{\text{rms}} \) (improve ride quality) and the excitation of the electromagnets by minimizing RMS of the current variations \( (i_{\text{rms}}) \) about the nominal point. Therefore, the conflicting objective functions are formally written as:

\[
\phi_1 = i_{\text{rms}}, \quad \phi_2 = u_{\text{rms}}
\]

The working limitations for the MAGLEV suspension are listed in Table 1. The assigned constraints guarantee that the MAGLEV suspension is working within safety limits.

In any real application the sensors add noise to the measured quantities. For the MAGLEV suspension, the noise from sensors can be amplified by the controller and appears on the control signal (at the driving signal of the suspension). Particularly, if the controller has high gains, then the amplitude of the noise can become very large. Figure 4 shows the open-loop frequency response from the control input (u) to the air gap (z_1 - z) and the current (i). It can be seen that the open-loop frequency response has a low pass filter characteristics and therefore the noise is filtered having limited effect at the outputs. Although the MAGLEV suspension can be considered as a low pass filter, it is better to keep the level of the noise as low as possible with an extra constraint added to the optimisation algorithm:

\[ u_{\text{noise}} < 50 \text{V} \]

4. SENSOR OPTIMISATION VIA LQG

In this section, the optimised sensor configurations for the MAGLEV suspension are presented. The details of the systematic approach are discussed in [3]. The overall block diagram of the sensor optimisation via LQG is depicted in Fig. 5. Details for controlling non-linear models via linearised controllers but can be found in [13]. The overall problem is formulated into a multiobjective constraint optimisation with two objective functions in (9) minimised subject to the constraints listed in Table 1. The problem is solved for every possible sensor set and therefore a genetic algorithm [14] approach is employed [3].

The LQG controller tuning is performed according to the separation principle [15]. The first step is to tune the Linear Quadratic Regulator (LQR) and select the ‘ideal’ state feedback gains \(-K_r\) which represents the desired or ‘ideal’ performance. The second part is where the sensor information becomes critical. The Kalman estimator is tuned to achieve the ‘ideal’ performance (LQR selected response) for every sensor set (i.e sensor optimisation).

Consider the following state space expression

\[ x = A_s x + B_s u + B_{d_1} \omega_d \\
\]

\[ y = C_{\omega} x + \omega_\eta \]

\[ u_{\text{noise}} < 50 \text{V} \]
Where, $\omega_d$ and $\omega_p$ are the process and measurement noises respectively. These are uncorrelated zero-mean Gaussian stochastic processes with constant power spectral densities $W$ and $V$ respectively. In particular, the problem is to find $u = K_{LQG}(s)y$ which minimises the performance index (11) [15] for each sensor set (this particularly relates to the information provided to the Kalman filter).

$$J_{LQG} = E\left\{\lim_{T \to \infty} \frac{1}{T} \int_0^T \left[x^T Q + u^T R u\right] dt\right\}$$

Here, $Q$ and $R$ are the state and control weighting functions with $Q = Q^T \geq 0$ and $R = R^T \geq 0$ of the linear quadratic part of the LQG. Similarly, $W$ and $V$ are the tuning parameters of the Kalman filter part. For appropriate disturbance rejection the LQR part is designed on an augmented system with the extra integral state of the gap (however the Kalman filter is designed on the original state space matrices, but the integral state is later provided by the selector matrix $C_i$).

It is also worth noting that for the LQR design we choose output regulation, i.e. acceleration $\ddot{z}$, air gap $(z_i - z)$ and the integral of the air gap $\int (z_i - z)$ (the last quantity specifically refers to the speed of response). Thus, $Q$ is in fact given by $Q = C_i^T Q_i C_i$ where $C_i$ is the output matrix selecting the above regulated signals, i.e. $\dot{z} = (z_i - z)$ $\int (z_i - z)$ and $Q_z$ is the corresponding weight. The Kalman filter is designed such that $E\left\{(x - \hat{x})^T (x - \hat{x})\right\}$ is minimised.

The Pareto optimum of controllers for the LQR tuning is depicted in Fig. 6. The trade off between the ride quality and the input excitation current is obvious, i.e. to reduce the acceleration for the stochastic response more input power is required. For the Pareto optimum front of controllers any one can be selected that suits the user’s need. For the concept presented in this paper, the state feedback gains that result in the best ride quality are selected with the following feedback gains:

$$K_{x_i} = -246.8V / A, K_{x_p} = -3.36 \times 10^3 V / ms^{-1}$$
$$K_{(z_i, z_p)} = 2.14 \times 10^3 V / m, K_{(z_i, z_p)} = 2.41 \times 10^5 V / ms^{-1}$$

The resulting deterministic response of the MAGLEV suspension is illustrated in Fig. 7. The transition onto the track gradient clearly relates to the working boundaries listed in Table 1, i.e. steady state error, maximum air gap deviation etc. Note that the input voltage to the maglev suspension is limited to around 80V which is within preset limits as indicated on Table 1.
\[ V = \text{diag}(V_1, V_2, V_3, V_4) \] (13)

\[ \phi_{\text{deterministic}}(\tau) = \int_0^\tau [x_o - x](t) \, dt \] (14)

\[ \phi_{\text{stochastic}, x} = \text{rms}(x_o - x) \] (15)

\[ \phi_{\text{y}} = u_{\text{noise}} \] (16)

Note, that in (13) subscript \( d = \dot{z} \) and \( dd = \ddot{z} \). \( x_o \) is the vector of monitored states of interest of the closed loop with the LQR state feedback, and \( x_o \) the vector of monitored states of interest of the closed loop with the overall LQG controller [e.g. actual closed loop (prior to adding sensor noise). This makes a total of 6 individual objective functions.

Evolution is followed in 5 generations with a population of 25 individuals. After the simulations, there are 775 optimum individuals from which to choose the best. The selection procedure of the optimally tuned Kalman estimator is based on the overall constraint violation function (Ω) [3]. This function indicates if there is a constraint violation or not. After the Kalman tuning for a corresponding sensor set, there are 25 tuned Kalman filters to choose from. The best Kalman selection at this point is done according to the precision of the state estimation which is given as the sum of the objective functions

\[ S = \sum_{i=1}^6 (\phi_{\text{deterministic}} + \phi_{\text{stochastic}}) \] (17)

This procedure gives an optimum controller for each sensor set, with 24 out of 31 sensor sets found to meet all constraints. Table 2 illustrates the results for six sensor sets and the corresponding response of the optimally tuned LQR controller. The sensor combinations that satisfy all constraints are marked (\( \checkmark \)). As it can be seen from Table 2 a variety of sensor sets can achieve the 'ideal' performance. The concept of the optimised sensor configurations scheme can be extended to the fault tolerant control for sensor failure using the overall information from the final results given.

### 5. Sensor Selection for FTC

The information from sensor optimisation framework can be used in order to apply FTC for sensor failures with an attempt to minimise the sensor hardware redundancy with maximum performance for every possible sensor set under faulty conditions. Such concept is depicted in Fig. 9. Assuming that control is with Id:8, using the information extracted from Table 2, a bank of controllers can be used in order to restore performance following one or multiple sensor faults. In fact, the suspension performance, after reconfiguration after a sensor fault, is easily predicted from the data listed in Table 2. According to this table, for example, when four measurements fail and the air gap remains there is a serious air gap constraint violation (see Id:4). Although is not likely for four sensors to fail at the same time, this shows that a critical fail safe system might require, some form of hardware or analytical redundancy for the air gap signal.

The alternative approach is to avoid use of the air gap measurement. Particularly, assume that the worst case is to remain with one measurement (i.e Id:1, Id:2 and Id:3). According to the given data if a sensor remains after some sensor failures the performance is satisfactory. From this point of view, the Id:6 can be used instead of the full sensor set. Note that Id:6 and Id:8 have very similar performance. Therefore, if Id:6 is used, then the worst resulting performance when both \( b \) and \( \tilde{z} \) fail, is the response with Id:1 which has steady state violation but it can be safely used until the vehicle decelerates and is maintained. At this point, any method can be used for the reconfiguration mechanism. When Kalman estimators are used, a common approach for the fault detection is to use the residual. After a fault occurs, the fault is detected, isolated and the controller is reconfigured as illustrated in Fig. 9.

### Table 2. Sensor Optimisation results via LQG control

<table>
<thead>
<tr>
<th>Sensor set</th>
<th>((z_i - z)_{\text{rms}})</th>
<th>(u_{\text{rms}})</th>
<th>(\dot{z}_{\text{rms}})</th>
<th>((z_i - z)_p)</th>
<th>(u_p)</th>
<th>(t_s)</th>
<th>(e_{ss})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>Sensors</td>
<td>mm</td>
<td>V</td>
<td>ms²</td>
<td>mm</td>
<td>V</td>
<td>s</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>-----------------</td>
<td>-----------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>1</td>
<td>(i)</td>
<td>1.75</td>
<td>29.32</td>
<td>0.31</td>
<td>7.3</td>
<td>52.4</td>
<td>2.16</td>
</tr>
<tr>
<td>2</td>
<td>(b)</td>
<td>1.42</td>
<td>22.51</td>
<td>0.31</td>
<td>6.74</td>
<td>63.82</td>
<td>2.18</td>
</tr>
<tr>
<td>4</td>
<td>((z_i - z))</td>
<td>1.45</td>
<td>22.39</td>
<td>0.31</td>
<td>10.69</td>
<td>84.83</td>
<td>2.56</td>
</tr>
<tr>
<td>5</td>
<td>(\dot{z})</td>
<td>1.46</td>
<td>22.44</td>
<td>0.32</td>
<td>6.82</td>
<td>63.04</td>
<td>2.19</td>
</tr>
<tr>
<td>6</td>
<td>(i, b)</td>
<td>1.42</td>
<td>22.11</td>
<td>0.31</td>
<td>6.77</td>
<td>56.59</td>
<td>2.18</td>
</tr>
<tr>
<td>7</td>
<td>(i, b, (z_i - z), \dot{z})</td>
<td>1.46</td>
<td>22.06</td>
<td>0.32</td>
<td>6.84</td>
<td>56.38</td>
<td>2.19</td>
</tr>
<tr>
<td>8</td>
<td>(i, b, (z_i - z), \dot{z}, \ddot{z})</td>
<td>1.46</td>
<td>22.02</td>
<td>0.32</td>
<td>6.84</td>
<td>55.98</td>
<td>2.19</td>
</tr>
</tbody>
</table>
The fault scenario is that the accelerometer is giving wrong readings starting at \( t=1 \) sec. The FTC scheme detects the faulty measurement and reconfigures the controller in order to restore the performance using the remaining two sensors (i.e., \( i, b \)). The performance is immediately recovered by reconfiguring the controller and the responses of healthy and faulty situations are illustrated in Fig. 8 (stability is implicit as we assume negligible switching time).

The input voltage is limited to the required working boundaries with the noise amplitude been limited to very low amplitude after the Kalman filtering properties.

### 6. CONCLUSIONS

The concept presented in this paper shows that the sensor selection with respect to MAGLEV suspension optimum performance with sensor fault tolerance is important. The overall approach illustrates that three sensors can be used instead of the max five which results in: the minimum number of sensors used with optimum performance, a reduction of control system complexity, and offers sensor fault tolerance and optimum performance for every possible sensor set prior to fault conditions. The overall cost can be therefore reduced, although this is not considered here. However, the results show the efficacy of the framework which can be adapted to other applications and related performance specifications.
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