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Abstract—The problem of blind source separation (BSS) is investigated. Following the assumption that the time-frequency (TF) distributions of the input sources do not overlap, quadratic TF representation is used to exploit the sparsity of the statistically nonstationary sources. However, separation performance is shown to be limited by the selection of a certain threshold in classifying the eigenvectors of the TF matrices drawn from the observation mixtures. Two methods are, therefore, proposed based on recently introduced advanced clustering techniques, namely Gap statistics and self-splitting competitive learning (SSCL), to mitigate the problem of eigenvector classification. The novel integration of these two approaches successfully overcomes the problem of artificial sources induced by insufficient knowledge of the threshold and enables automatic determination of the number of active sources over the observation. The separation performance is thereby greatly improved. Practical consequences of violating the TF orthogonality assumption in the current approach are also studied, which motivates the proposal of a new solution robust to violation of orthogonality. In this new method, the TF plane is partitioned into appropriate blocks and source separation is thereby carried out in a block-by-block manner. Numerical experiments with linear chirp signals and Gaussian minimum shift keying (GMSK) signals are included which support the improved performance of the proposed approaches.

Index Terms—Gap statistics, self-splitting competitive learning (SSCL), time-frequency (TF) representation, underdetermined blind source separation (BSS).

I. INTRODUCTION

The problem of underdetermined blind source separation (BSS) has received considerable research interest over the last decade due to potential applications in various areas including digital communications, financial time series analysis, and medical imaging [4]–[6]. Given a set of linear mixtures, which is typically picked up by an array of sensors, the aim of BSS is to extract the underlying source signals from the mixtures without explicit prior knowledge of the transmission channels and original sources. Mathematically, denote \( \mathbf{s} = [s_1, s_2, \ldots, s_k]^T \in \mathbb{C}^{k \times 1} \) as the vector of source signals and \( \mathbf{x} = [x_1, x_2, \ldots, x_m]^T \in \mathbb{C}^{m \times 1} \) as the received signals from the sensor array. The instantaneous mixing process as a function of discrete time, denoted by \( t \), is written as

\[
\mathbf{x}(t) = \mathbf{A}\mathbf{s}(t) + \mathbf{n}(t)
\]

where \( \mathbf{A} = [\mathbf{a}_1 \ldots \mathbf{a}_k] \in \mathbb{C}^{m \times k} \) is a mixing matrix, the column vector \( \mathbf{a}_i \) is the steering vector corresponding to the source \( s_i \) and \( \mathbf{n}(t) \) is the possible additive noise. In the standard BSS problem, the following three assumptions are conventionally required.

A1) The input sources \( s_1(t), \ldots, s_k(t) \) are statistically mutually independent.
A2) At most one source has Gaussian distribution.
A3) The mixing matrix \( \mathbf{A} \) has full column rank.

Assumption A1 is the cornerstone of the so-called approach of independent component analysis (ICA). To restore independence that is lost after linear mixing by (1), a separating or unmixing matrix \( \mathbf{W} \in \mathbb{C}^{m \times k} \) is introduced at the sensor outputs. The recovered source signals, denoted by \( \mathbf{y}(t) = [y_1(t), y_2(t), \ldots, y_k(t)]^T \), can be written as

\[
\mathbf{y}(t) = \mathbf{W}\mathbf{x}(t) = \mathbf{W}\mathbf{A}\mathbf{s}(t),
\]

Ideally, when \( \mathbf{WA} = \mathbf{I} \), \( \mathbf{y}(t) \) will be a perfect estimation of \( \mathbf{s}(t) \), where \( \mathbf{I} \) represents an identity matrix. Practically, however, there exists inherent scaling and permutation ambiguities in ICA as a consequence of restoring the independence of the sources. That is, the unmixing solution becomes

\[
\mathbf{WA} = \mathbf{PA}
\]

where \( \mathbf{P} \) is a permutation matrix and \( \mathbf{A} \) is a diagonal scaling matrix. These ambiguities can be easily explained, as any finite nonzero constant multiplying the sources can be cancelled out by dividing the corresponding column of the mixing matrix by the same constant. At the same time, it is not possible to determine the order of the sources when both the sources and the mixing matrix are unknown.

Assumption A2 is a direct consequence of assumption A1, for the sum of any two Gaussian sources can be represented by another Gaussian source with composite coefficients. Assumption
A3 can be interpreted as a requirement regarding the number of measurement sensors and that the sources are generated from spatially distinct locations. That is, in a multiple-input, multiple-output (MIMO) system, \( m \geq k \). Many successful approaches have been developed for the standard BSS problem such as the well-known JADE algorithm [1], FastICA [6], Infomax algorithm [2] and natural gradient algorithms [3]. For more references, readers are referred to research monographs or review papers such as [4]–[9].

In many practical applications, however, the assumption of \( m \geq k \) is difficult to satisfy. Noticing the significance of such concern, in this paper, we are particularly interested in the possibility of separating more sources than mixtures \( (m < k) \), i.e., the problem of underdetermined (or overcomplete) BSS. Compared with the standard BSS problem, underdetermined BSS is more difficult due to the following two reasons. First, in a \( k \) sources and \( m \) sensors system \( (k > m) \), the rank of the spatial correlation matrix of the received signal \( R_{xx} \) cannot exceed \( m \), which leads to difficulty if we wish to apply the conventional approach of whitening and rotation as in standard BSS. Second, even if the mixing matrix is successfully estimated, the estimation of the input sources in underdetermined BSS is not as straightforward as that when the number of sensors is sufficient, since there is no unique inverse of the mixing matrix or the inverse may not even exist.

Most of the available approaches resort to exploiting the temporal sparsity inherent to input sources. For example, in [12]–[16], an overcomplete signal representation (also see [11]), which is essentially based on the assumption that the signals have a sparse distribution such as a Laplacian distribution, is exploited for underdetermined BSS. Signal separation is accomplished by an operation in two steps, i.e., the estimation of the basis vectors and then the estimation of the sources. However, with this method, the estimation of the basis vectors may not be very accurate. Similarly, in [17], the mixing matrix is adaptively estimated with a gradient type algorithm, or the k-means clustering method. The difficulty of there being an infinite number of solutions in inversion is tackled by selecting the sparse solution with minimum 1-norm. For sources that are not sufficiently temporally sparse, the author suggested the usage of wavelet packets so that sparsity in the transform domain can be exploited rather than the time domain. This type of minimum 1-norm estimation of input sources is also suggested in [18].

These approaches attempt to estimate both the mixing matrix and the input sources. In comparison, the focus of some other literature is on the estimation of either the mixing matrix or the input sources, but not both. For example, the FOCUSS algorithm [23] exploits the temporal sparsity of the input sources by assuming that at any time only one source is present. The inverse matrix is estimated as the one that maximizes the sparsity of the unmixing outputs. In the case that this sparsity assumption does not hold, the solution will, however, not be unique. Several improved FOCUSS-based algorithms were designed to solve the underdetermined inverse problem in [24] and [25]. Unfortunately, only a locally optimal solution can be obtained with this approach and also solutions are not unique. Assuming perfect knowledge of the mixing matrix, different probabilistic source sparsity models are suggested in [19] for the identification of the transmitting source. In contrast, methods proposed in [20] and [21] concentrate on the estimation of the mixing matrix by decomposing a set of fourth-order cumulants tensors into rank-1 matrices with an eigenvalue decomposition, based on the rank of a fourth order tensor potentially being much higher than the number of input sources. A frequency domain approach based on similar ideas can be found in [22].

The techniques of TF representation for underdetermined BSS are exploited in [26]–[31]. Most of these approaches assume that the TF representations of input sources do not overlap in the transform domain. In [26]–[28], for example, the orthogonality assumption is exploited to separate an arbitrary number of sources from two mixtures. In [31], however, this assumption is suggested for separating nonstationary signals in a quadratic TF domain. But a major drawback of the suggested algorithm is that it often leads to phantom sources being identified because of the approximate classification technique employed. Thresholding in the later stage therefore becomes crucial and its operation requires the number of active sources to be known a priori. In [37] and [38], advanced clustering approaches have been proposed for active source selection in underdetermined BSS. In this paper, these approaches will be further developed and explored in more detail. We will show for the first time that, by using relatively recent advanced clustering techniques, the aforementioned drawback in [31] can be removed and therefore the separation performance be significantly improved. The situation when the orthogonality assumption of the TF distributions of sources is violated is moreover addressed. A new block-based robust approach is proposed by relaxing the TF orthogonality assumption, [39].

The remainder of this paper is organized as follows. Quadratic TF representation of signals is briefly introduced in Section II. An analysis of the orthogonality assumption of TF distribution of sources required for underdetermined BSS is given in Section III. The downside of an approach exploiting this assumption is also highlighted in this section. In Section IV, we present two new algorithms for active source selection required for performing underdetermined BSS in the sense of TF representation. These algorithms are developed on the basis of two advanced clustering techniques, i.e., the methods using Gap statistics and SSCL. The violation of the orthogonality assumption and the corresponding solutions are detailed in Section V. Finally, the performance of the proposed approaches is examined in Section VI and the conclusions are given in Section VII.

II. QUADRATIC TF REPRESENTATION AND SIGNAL NONSTATIONARITY

TF representation provides a useful signal processing tool for characterizing signals in both time and frequency planes. Depending on whether it satisfies the linear superposition principle, it can be classified as linear or quadratic (bilinear) [36] TF representation. For linear transforms such as the short-time Fourier transform and the wavelet transform, the linear superposition principle holds, i.e., the transform of the linear combination of two signal components \( x(t) = c_1x_1(t) + c_2x_2(t) \) is equal to the same linear combination of the transform of each component,
where \( c_i(i = 1, 2) \) are constants and \( x(t) \) is a multicomponent signal [36], [41]. For a quadratic TF representation such as the Wigner distribution [36], however, the transform of \( x(t) \) is given by
\[
T_\omega(t, \omega) = |c_1|^2 T_{x_1}(t, \omega) + |c_2|^2 T_{x_2}(t, \omega) + c_1^* c_2 T_{x_1 x_2}(t, \omega)
\]
(4)
where \( T_{x_i}(t, \omega) \) is the transform of signal component \( x_i(t) \), the term \( T_{x_1 x_2}(t, \omega) \) is the cross TF representation of the two signal components \( x_1(t) \) and \( x_2(t) \), and the notation \( (\cdot)^* \) denotes the complex conjugate operation. The quadratic distribution provides a natural way of representing the energy (or correlation) of signals, which is also a quadratic signal representation [36].

However, a major issue of quadratic TF representation comes from the interference due to the cross TF term \( T_{x_1 x_2}(t, \omega) \), as the two signal components may be buried among the interference. To improve the concentration of the signal components, various kinds of kernel functions have been introduced to reduce the amount of interference. Among which, we will employ Cohen’s class of TF distribution due to its desirable property of TF shift invariance [32]. That is, if the signal is delayed in time and/or shifted in frequency, its TF representation will be shifted by the same time delay and/or modulation. The discrete-time form of Cohen’s class of TF representation for vector sensor signals \( \mathbf{x} \) is given by [10]
\[
D_{\mathbf{x}\mathbf{x}}(t, f) = \sum_{v = -\infty}^{\infty} \sum_{u = -\infty}^{\infty} \phi(v, l) \mathbf{x}(t + v - l) \mathbf{x}^H(t + v - l) e^{-j2\pi ft}
\]
(5)
where \( \phi(v, l) \) is a matrix whose \((i, j)\)th entry \( \phi_{ij}(v, l) \) is the kernel associated with the \( i \)th and \( j \)th measurement sensor output and \( (\cdot)^H \) denotes Hermitian transpose. According to (1), \( D_{\mathbf{x}\mathbf{x}}(t, f) \) relates to the transform of the input sources, for a noise-free situation, by
\[
D_{\mathbf{x}\mathbf{x}}(t, f) = A D_{\mathbf{s}\mathbf{s}}(t, f) A^H
\]
(6)
where
\[
D_{\mathbf{s}\mathbf{s}}(t, f) = \sum_{l = -\infty}^{\infty} \sum_{u = -\infty}^{\infty} \phi(v, l) \mathbf{s}(t + v - l) \mathbf{s}^H(t + v - l) e^{-j2\pi ft}
\]

III. EXPLOITING TF ORTHOGONALITY IN UNDETERMINED BSS

To exploit source nonstationarity in underdetermined BSS, a crucial assumption for using the TF representation as in [31], is that the TF supports of different sources, \( \Omega_i \) and \( \Omega_j \), for example, are orthogonal (without overlap between each other), i.e., \( \Omega_i \cap \Omega_j = 0, i \neq j \), where \( i \) and \( j \) are source indexes. A direct consequence of this assumption is that, for all time and frequency combinations \((t, f)\), only one diagonal entry of \( D_{\mathbf{x}\mathbf{x}}(t, f) \) will be different from zero. Hence, if at the point \((t_i, f_i)\), only source-\( j \) is present, \( D_{\mathbf{x}\mathbf{x}}(t_i, f_i) \) is a rank-1 matrix which can be expressed as
\[
D_{\mathbf{x}\mathbf{x}}(t_i, f_i) = D_{s_j s_j}(t_i, f_i) a_j a_j^H
\]
(7)
where \( D_{s_j s_j}(t_i, f_i) \) is the TF distribution of source-\( j \) at \((t_i, f_i)\) and it can be estimated as the principle eigenvalue of \( D_{\mathbf{x}\mathbf{x}}(t_i, f_i) \). The eigen decomposition of \( D_{\mathbf{x}\mathbf{x}}(t_i, f_i) \) is given by
\[
D_{\mathbf{x}\mathbf{x}}(t_i, f_i) = V(t_i, f_i) \Lambda(t_i, f_i) V^H(t_i, f_i)
\]
(8)
where \( V(t_i, f_i) \) is a unitary matrix whose column vectors \( \mathbf{v}(t_i, f_i) \) are eigenvectors, and \( \Lambda(t_i, f_i) \) is a diagonal matrix whose diagonal elements are the corresponding eigenvalues. Comparing (7) and (8), it is clear that there is only a phase difference between \( \mathbf{v}(t_i, f_i) \) and \( a_j \), which can be mitigated by a rotation operation to \( \mathbf{v}(t_i, f_i) \) such that its first element becomes a real scalar [31]. For two different TF points, \((t_1, f_1)\) and \((t_2, f_2)\), for example, if they are associated with the same source, \( s_j \), it is straightforward to deduce from (7), that the steering vectors associated with matrices \( D_{\mathbf{x}\mathbf{x}}(t_1, f_1) \) and \( D_{\mathbf{x}\mathbf{x}}(t_2, f_2) \) are actually the same, i.e., \( a_j \). This implies that the separation problem can be converted into the problem of grouping the TF points which correspond to the same normalized principal eigenvectors (subject to a phase mitigation). The source signals can then be synthesized with the estimator of \( D_{s_j s_j}(t, f) \), \( j = 1 \ldots k \), by using suitable source synthesis methods such as [41].

A crucial problem in this approach is the classification of the set of eigenvectors obtained at different TF points. In [31], two normalized vectors \( \overline{\mathbf{v}}(t_1, f_1) \) and \( \overline{\mathbf{v}}(t_2, f_2) \) drawn from two TF points are allocated into different classes if the angle between them is larger than a certain threshold, i.e.,
\[
\arccos \left( \overline{\mathbf{v}}^H(t_1, f_1) \overline{\mathbf{v}}(t_2, f_2) \right) > \varepsilon
\]
(9)
where \( \overline{\mathbf{v}}(t_i, f_i) = [\text{Re}(\mathbf{v}(t_i, f_i))^T \text{Im}(\mathbf{v}(t_i, f_i))^T]^T \) and its Euclidean norm \( \| \overline{\mathbf{v}}(t_i, f_i) \| = 1 \). However, there is no available guideline to select \( \varepsilon \). As indicated by the authors [31], this approach often gives more classes than the number of sources. This inevitably leads to artificial sources. Further thresholding is therefore suggested and its operation requires the a priori knowledge of the number of active sources in the system. As such information is likely to be unavailable in many applications, better classification techniques are required. To this end, the contribution in this work is to identify advanced clustering
techniques which mitigate the problem of phantom sources and ideally are able to operate in the environment when the number of active sources is unknown.

IV. ADVANCED CLUSTERING TECHNIQUES FOR UNDERDETERMINED BSS

The problem of classification refers to the issue of detecting the particular hidden structure in some data set $Z$. In our application of underdetermined BSS, $Z$ is formulated as the collection of eigenvectors $Z = \{\mathbf{v}(t_1, f_1)\}$ obtained by eigen decomposition of the TF matrices $D_{xx}(t_1, f_1)$ at different $(t_1, f_1)$. For a MIMO system of $k$ active sources, we expect these eigenvectors to be partitioned into $k$ subsets and that each of these subsets is associated with the TF representation of one active source. Various clustering methods can be applied for this scenario if $k$ is known a priori, such as the widely used k-means algorithm (see, e.g. [42], [43]), which allows all the eigenvectors to be iteratively classified into $k$ subsets.

When the value of $k$ is not known, however, relatively few approaches have been reported in the open literature. One of the review articles is given in [33]. Generally speaking, there are two types of methodology for tackling this problem. For the first one, the clustering procedure is repeated for many different numbers of clusters. By noticing that although the error measure decreases monotonically as the number of clusters increases, if the reduction of error measurement becomes much slower at a certain value, it suggests that a natural number of clusters has been reached. In comparison, the second approach is a splitting procedure. A cluster is split in two when a certain condition is satisfied. In correspondence with these two approaches, we introduce two active source selection algorithms for underdetermined BSS, both of which are based on advanced clustering techniques, namely the method using Gap statistics [34] and SSCL [35]. For notation simplicity, we denote these two advanced clustering-based underdetermined BSS algorithms as Algorithm I and Algorithm II, which will be elaborated upon in the following two subsections, i.e., Section IV-A and Section IV-B, respectively.

A. Algorithm I

In Algorithm I, a set of TF matrices $D_{xx}(t_1, f_1)$ is computed at different TF points. For computational simplicity, we only consider the admissible TF set $\Omega = \{(t_1, f_1) ||D_{xx}(t_1, f_1)||_F > \xi\}$, where $\xi$ is an easily defined threshold, as will be shown in the simulation section, for ensuring sufficient signal energy and $|| \cdot ||_F$ denotes the Frobenius norm. The matrices $D_{xx}(t_1, f_1), (t_1, f_1) \in \Omega$ are subsequently decomposed into a set of rank-1 matrices as in (7), resulting in the data set of eigenvectors $Z = \{\mathbf{v}(t_1, f_1), (t_1, f_1) \in \Omega\}$. In order to find out the number of active sources in the mixture, we introduce the technique of Gap statistics which enables the automatic identification of $k$.

For two vectors $\mathbf{v}(t_1, f_1)$ and $\mathbf{v}(t_2, f_2)$ in $Z$, their similarity is measured by $||\mathbf{v}(t_1, f_1) - \mathbf{v}(t_2, f_2)||_F^2$. Assume the data set is partitioned into $k$ clusters $C_1, C_2, \ldots, C_k$, where $C_i$ is the set containing the member indexes of the $i$th cluster. The average pairwise distance within the cluster $C_i$ is given by

$$\zeta_i = (1/2n_i) \sum_{r \neq r'} \mathbb{E}_i \|\mathbf{v}(t_r, f_r) - \mathbf{v}(t_{r'}, f_{r'})\|^2_F$$

where $r$ and $r'$ are different indexes contained in $C_i$, and $n_i$ is the number of vectors within this cluster. Taking all the $k$ clusters into account, the error measure in Gap statistics is defined as

$$E_k = \sum_{i=1}^{k} \zeta_i$$

The logarithm of the error measure $\log(E_k)$ is compared with that computed from a reference data set $Z'$ which is drawn from an appropriate distribution. The natural number of clusters is then estimated as the value at which $\log(E_k)$ falls the farthest below the reference curve, as the word Gap in the name suggests. To generate the reference distribution which is crucial for the Gap test, we employ the scheme as in [34] to form a uniformly distributed reference feature according to the direction of the principal component of the data $Z$. The justification of this approach is given by [34, Theorem 1 and 2].

B. Algorithm II

In Algorithm II, the TF orthogonality assumption is also required, but the set of eigenvectors $Z$ is partitioned by SSCL. A set of prototypes $\mathbf{p}_i$, which are defined to characterize the clusters (sources in our problem) are competing to win as every member of $Z$ is included in the environment. Ideally, each cluster is associated with a prototype at its center. Hence, the problem of estimating the right number of sources is effectively the process of determining the number of prototypes. However, it is difficult to know a priori the number of sources (or prototypes) in our data set. If the number of prototypes is less than that of sources, at least one prototype might represent more than one source. As a result, none of the sources could be correctly identified. To avoid this problem, we employ the SSCL algorithm [35] in which an asymptotic property vector (APV) $\hat{f}_i$ is introduced to guide the learning of prototypes $\mathbf{p}_i$ so that each prototype will locate only one natural cluster even when the prototypes outnumber the clusters.

Suppose at some moment during the learning of $\mathbf{p}_i$, the member selected from $Z$ is $\mathbf{v}(t_2, f_1)$. According to [35], the
1) Compute quadratic TF representation $D_{xx}(t, f)$ as in eqn. (5) and keep the admissible TF set $\Omega$.
2) Compute the eigen decomposition of the matrices $D_{xx}(t_i, f_i)$, $(t_i, f_i) \in \Omega$ and collect the eigenvectors into the data set $Z$.
3) For varying number of clusters $q = 1, 2, \ldots, Q$, compute the error measurement $E_q$ using (10).
4) Generate a number $L$ of reference data sets using the method mentioned above (see [34]). Cluster each one with the $k$-means algorithm and compute the dispersion measures $E'_q$, $l = 1, 2, \ldots, L$ and $q = 1, 2, \ldots, Q$. The Gap statistics are then estimated by $G_q = \frac{1}{L} \sum_{l=1}^{L} \log(E'_q) - \log(E_q)$.
5) To account for the sample error in approximating an ensemble average with $L$ reference distributions, the standard deviation is computed as $S_q = \left[ \frac{1}{L} \sum_{l=1}^{L} \frac{(\log(E'_q) - \bar{l})^2}{S_q} \right]^{1/2}$, where $S_q = \frac{1}{L} \sum_{l=1}^{L} \log(E'_q)$. By defining $S_q' = S_q \cdot (1 + \frac{1}{L})^{1/2}$, the number of clusters $k$ is estimated as the smallest $q$ such that $G_q \geq G_{q+1} - S_q'$.
6) With the number of clusters identified, use the $k$-means algorithm to partition $Z$ into $k$ sub-sets. The TF set of $\Omega$ is also correspondingly divided into $k$ sub-sets, $\Omega_1, \ldots, \Omega_k$.
7) Use the knowledge of $\Omega_1, \ldots, \Omega_k$ to obtain the estimates $\hat{D}_{\Omega_i}(t, f)$, $i = 1, \ldots, k$. Use an adequate source synthesis procedure to estimate the source signal $s_i(t)$, $i = 1, \ldots, k$.

update rules of the APV $f_l^t$ and the prototype $p_l$ can be easily given as

\begin{align}
\bar{f}^{\text{new}}_l = f_l + \frac{1}{n_{f_l}} \psi_l(\nu(t_i, f_i) - f_l) \psi\left(p_l, f_l, \nu(t_i, f_i)\right) \tag{11} \\
p^{\text{new}}_l = p_l + \alpha_l (\nu(t_i, f_i) - p_l) \tag{12}
\end{align}

Here $\alpha_l$ is written as

$$\alpha_l = \left(1 + \frac{||p_l - \nu(t_i, f_i)||}{||p_l - f_l||}\right)^{-2}. \tag{13}$$

The function $\psi_l(p_l, f_l, \nu(t_i, f_i))$ is used to characterize whether or not the input vector $\nu(t_i, f_i)$ is inside the neighborhood of $p_l$, i.e.,

$$\psi_l(p_l, f_l, \nu(t_i, f_i)) = \begin{cases} 1 & \text{if } ||p_l - f_l|| \geq ||p_l - \nu(t_i, f_i)|| \\ 0 & \text{otherwise.} \end{cases} \tag{14}$$

The quantity $n_{f_l}$, as in (11), is the winning counter of $f_l$ and it can be updated by

$$n^{\text{new}}_{f_l} = n_{f_l} + \alpha_l \psi_l(p_l, f_l, \nu(t_i, f_i)). \tag{15}$$

The learning rules guide $f_l$ to shift toward the $\nu(t_i, f_i)$, if and only if $\nu(t_i, f_i)$ is in the neighborhood of $p_l$. According to (13), the member $\nu(t_i, f_i)$ will have little influence on the learning of $p_l$ if it is far from the neighborhood of $p_l$, since $\alpha_l$ will thus approach to zero. Upon convergence of $p_l$, $f_l$ asymptotically approaches $p_l$, with no more members within the data set eligible for the learning of $p_l$ [35].

Without the help of $f_l$, $p_l$ is actually trying to take all the clusters it wins, and will locate, in the manner of an oscillation, at the center of these clusters [35] (thereby failing to locate at any one of these clusters). This implies that although $p_l$ finally locates at only one cluster with the help of $f_l$, there exists an extra cluster trying to pull $p_l$ from its located cluster to the center. To quantify how much $p_l$ is attracted by this extra cluster, a center property vector (CPV) $g_{\beta_l}$ is defined [35], which simply takes the exact arithmetic mean of the input data points for which a prototype $p_l$ has so far been the winner and is then updated with the $k$-means algorithm. The criterion, whether $||p_l - g_{\beta_l}|| > \epsilon$, is then used to determine when one of the prototypes should be split into two to generate the extra cluster, where $\epsilon$ is a threshold. For non-Gaussian distributed clusters, if $\nu(t_i, f_i)$ is of dimension $m$, a simple way to determine $\epsilon$ is $(1/50) \max(\text{SL}_1, \text{SL}_2, \ldots, \text{SL}_m)$ [35], where $\text{SL}_i$ is the scale of the $i$th coordinate (i.e. $g_{\beta_l}$) in the $m$-dimensional feature space. When one prototype splits into two, one stays in its current location and the other is initialized at a distant location to avoid unnecessary competition between these two in the new learning. This is ensured by introducing a distant property vector (DPV) $\gamma_l$ [35]. Its update equation is given by

$$\gamma^{\text{new}}_l = \gamma_l + \frac{1}{n_{\gamma_l}} \beta_l (\nu(t_i, f_i) - \gamma_l) \psi\left(p_l, \nu(t_i, f_i), \gamma_l\right) \tag{16}$$

where $n_{\gamma_l}$ is the learning counter for $\gamma_l$ and $\beta_l$ is given by

$$\beta_l = \left(1 + \frac{||p_l - \gamma_l||}{||p_l - \nu(t_i, f_i)||}\right)^{-2}. \tag{17}$$

This learning procedure algorithm continues until no further source is suggested by the splitting criterion. In summary, the essential steps of the Algorithm II for active source selection in underdetermined BSS are listed in Table II.

Compared with Algorithm I, the advantage of Algorithm II is in its capability of automatically determining the number of clusters in the data set and moreover its computational simplicity when dealing with a large data set. However, if the size of data set $Z$ is small, Algorithm I is more applicable, as it avoids the procedure of adaptive learning as in Algorithm II. More specifically, if the size of $Z$ is denoted as $N_z$, the required computation (multiplications and additions) for Algorithm I is approximately $2(mN_z + k)(1 + L) + (2L + 2)Q$ (without the operations for generating the data set $Z$), and for Algorithm II, approximately $(15m + N_z + 11)k$. The performance evaluation of these two new algorithms will be given in Section VI.

**TABLE I**

**ALGORITHM I: GAP STATISTICS**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>Compute quadratic TF representation $D_{xx}(t, f)$ as in eqn. (5) and keep the admissible TF set $\Omega$.</td>
</tr>
<tr>
<td>2)</td>
<td>Compute the eigen decomposition of the matrices $D_{xx}(t_i, f_i)$, $(t_i, f_i) \in \Omega$ and collect the eigenvectors into the data set $Z$.</td>
</tr>
<tr>
<td>3)</td>
<td>For varying number of clusters $q = 1, 2, \ldots, Q$, compute the error measurement $E_q$ using (10).</td>
</tr>
<tr>
<td>4)</td>
<td>Generate a number $L$ of reference data sets using the method mentioned above (see [34]). Cluster each one with the $k$-means algorithm and compute the dispersion measures $E'<em>q$, $l = 1, 2, \ldots, L$ and $q = 1, 2, \ldots, Q$. The Gap statistics are then estimated by $G_q = \frac{1}{L} \sum</em>{l=1}^{L} \log(E'_q) - \log(E_q)$.</td>
</tr>
<tr>
<td>5)</td>
<td>To account for the sample error in approximating an ensemble average with $L$ reference distributions, the standard deviation is computed as $S_q = \left[ \frac{1}{L} \sum_{l=1}^{L} \frac{(\log(E'<em>q) - \bar{l})^2}{S_q} \right]^{1/2}$, where $S_q = \frac{1}{L} \sum</em>{l=1}^{L} \log(E'<em>q)$. By defining $S_q' = S_q \cdot (1 + \frac{1}{L})^{1/2}$, the number of clusters $k$ is estimated as the smallest $q$ such that $G_q \geq G</em>{q+1} - S_q'$.</td>
</tr>
<tr>
<td>6)</td>
<td>With the number of clusters identified, use the $k$-means algorithm to partition $Z$ into $k$ sub-sets. The TF set of $\Omega$ is also correspondingly divided into $k$ sub-sets, $\Omega_1, \ldots, \Omega_k$.</td>
</tr>
<tr>
<td>7)</td>
<td>Use the knowledge of $\Omega_1, \ldots, \Omega_k$ to obtain the estimates $\hat{D}_{\Omega_i}(t, f)$, $i = 1, \ldots, k$. Use an adequate source synthesis procedure to estimate the source signal $s_i(t)$, $i = 1, \ldots, k$.</td>
</tr>
</tbody>
</table>
V. ON THE VIOLATION OF THE TF ORTHOGONALITY ASSUMPTION

The assumption of TF orthogonality is employed in Section IV to facilitate the solution for underdetermined BSS. This orthogonality assumption is in fact commonly required in most of the underdetermined bss methods that exploit sparsity in the TF domain [26]–[31]. In a more general case, however, it is likely that there exists an overlap between the TF distributions of different sources. As will be demonstrated in Section VI for the GMSK signals, even if the carrier frequency is well separated, overlap in the TF domain prevents successful source separation when multiple sources are simultaneously present in the system. In this sense, we are motivated to search for more practical algorithms.

Note that the importance of the TF assumption lies in the fact that it enables the quadratic representation $D_{xx}(t_{i}, f_{i})$ to be written as a rank one matrix. That is, if only source $j$ is present at $(t_{i}, f_{i})$ in the system, $D_{xx}(t_{i}, f_{i})$ can be written as a rank one matrix, i.e., (7). The principal eigenvector coincides with the steering vector subject to a random phase difference. But in the violation of the assumption, the TF matrix $D_{xx}(t_{i}, f_{i})$ is no longer a rank one matrix as in (7) and the principal eigenvector of the matrix $D_{xx}(t_{i}, f_{i})$ is no longer colinear with the steering vector $a_{j}$. Partitioning the set of principle eigenvectors into $k$ clusters therefore becomes meaningless and therefore leads to failure of source separation.

In this paper, we relax the TF orthogonal assumption as follows.

Assumption 1: At any time instant, the number of active sources $d$ does not exceed the number of antennas, i.e., $0 \leq d \leq m$.\footnote{We do not consider the case $d > m$ in this work as this has already been demonstrated in, for example, [17], [18], [45], [46], to cause algorithm breakdown.}

Following the relaxation of the orthogonality assumption, $D_{xx}(t, f)$ is no longer a rank-1 matrix. As there is no clear relationship between the eigenvectors of $D_{xx}(t, f)$ and the steering vectors, using singular value decomposition (SVD) on $D_{xx}(t, f)$, the only information obtained is the number of active sources at that specific point. But which $d$ out of $k$ sources are active is difficult to identify. However, in many applications, it is reasonable to assume that a signal is likely to exist in the system for a certain minimum length of time once detected. In other words, we assume certain temporal continuity of the input sources. This can be justified for example in communications applications, where the sources are nonstationary in the sense of their sudden arrival or departure. Thus in a short time interval, a fixed number of sources is present in the system and this number does not exceed the number of the antennas $m$. Based upon this property, the basic idea of our approach is to cluster the neighboring TF points that correspond to the same active sources. As a result, the whole TF plane is partitioned into a certain unknown number of blocks. In each block, at most $m$ sources exist and the adjacent blocks contain different numbers of sources. The important point here is that, within the same block, the active sources remain unchanged. Signal processing can therefore be carried out in a block-by-block manner. Moreover, since there are at most $m$ sources present in each block, the problem of underdetermined BSS is transformed into exactly or over determined blind source separation, for which there are known solutions. It is of interest to note that Assumption 1 is implicitly guaranteed with the help of the block-based operation and the exploitation of the introduced advanced cluster techniques, which make the block-based operation possible. This assumption also agrees with some application scenarios, as verified for communication signals examined in our simulations. In contrast to the widely used sparsity assumption, our assumption is less restrictive in the sense that we do not assume any probability distribution models of the sources.

In practice, one of the major difficulties is in the way that the TF plane is partitioned. Consider a three sources and two antennae system as an example. With an SVD applied to every TF point $(t_{i}, f_{i})$, we obtain
1) Initialization: $\Gamma_1 = \emptyset, \ldots, \Gamma_m = \emptyset$. That is, $\Gamma_i$ is an empty set which is going to contain $(t_i, f_i)$ associated with the presence of a number $l$ of active sources.

2) Compute quadratic TF representation $D_{xx}(t, f)$ as in eqn. (5) and keep the admissible TF set $\Omega$.

3) For $\forall (t_i, f_i)$ in $\Omega$, compute its eigen decomposition $D_{xx}(t_i, f_i) = \Lambda(t_i, f_i)V^{-1}$, where $\Lambda(t_i, f_i) = diag(\lambda_1 \ldots \lambda_m)$. If $\lambda_1 > \cdots > \lambda_l \gg \lambda_{l+1} > \cdots > \lambda_m$, $(t_i, f_i)$ is assigned to the set $\Gamma_l$, i.e., $\Gamma_l \leftarrow \Gamma_l \cup (t_i, f_i)$.

4) For the non-empty set $\Gamma_2, \ldots, \Gamma_d$, $d \leq m$, apply the SSCL algorithm or the method based on Gap statistics to group the neighboring T-F points into blocks, e.g., $\Gamma_i = \Gamma_i^{(1)} \cup \Gamma_i^{(2)} \cdots \cup \Gamma_i^{(h)}$. That is, the set $\Gamma_i$ is divided into subsets $\Gamma_i^{(1)}, \ldots, \Gamma_i^{(h)}$, where $h$ is unknown.

5) For overlapped blocks $\Gamma_i^{(1)}, \ldots, \Gamma_i^{(h)}$, $l = 2 \ldots d$, apply the JADE algorithm (see [1]) to obtain $\hat{s}$ and a set $A$ of steering vectors at the specified block.

6) For the block during which only one source is present, $\Gamma_1$, apply the FOCUSS algorithm (see [23]) or the algorithm in section IV to obtain $\hat{s}$ and a set $A'$ of steering vectors at the specified block.

7) For the steering vectors $A$ and $A'$, use the k-means algorithm to classify them into $k$ clusters, the center vector of each cluster is the estimated steering vector $\hat{a}_i$, where $i = 1, \ldots, k$.

8) According to the same steering vector, line up the signal $\hat{s}$ from different blocks.

With our block-based algorithm, not only the sources with overlap between their TF distributions can be separated, but the problem of phantom sources is mitigated. An additional merit is that the algorithm performs totally blindly without the knowledge of the number of active sources. However, a disadvantage of our approach is the computational complexity introduced by the TF representation and block-based operation. Additionally, although the orthogonality assumption has been relaxed, our proposed algorithm should be applied with the restriction of Assumption 1 for the achievement of good separation performance. Another issue should be clarified that due to the advanced clustering techniques being introduced, the boundaries of the blocks are automatically determined and vary with different blocks. It is unlikely to be able to manually select a fixed boundary suitable for all TF blocks, and in a real problem a fixed boundary would be prohibitive. It is therefore an advantage to introduce the advanced clustering techniques for the automatic determination of the boundaries of these blocks, which thereby enhances the feasibility of the proposed block-based algorithm.

It should be noted that there exist other interesting approaches for tackling the underdetermined BSS problem, such as the minimum $\ell_1$-norm approach [45], geometric approach [46], and algebraic approach [18]. A common feature with these approaches is that the mixing matrix $A$ and source signals $s$ are estimated separately or in an iterative procedure, where $A$ is estimated under the help of a distribution model (e.g. the assumption of Laplacian prior) of the original sources captured from the observed mixtures, and $s$ is estimated through the maximum a posteriori probability (MAP) approach [45]. One of the attractive properties with these approaches is their relative ease of implementation [46]. However, the geometric approach requires a relatively large number of iterations for convergence [46], the algebraic approach requires the assumption that the dimension of $A$ is known [18], and the separation performance for dif-

| TABLE III |
| BLOCK-BASED TF PARTITIONING APPROACH |

| 1) Initialization: $\Gamma_1 = \emptyset, \ldots, \Gamma_m = \emptyset$. That is, $\Gamma_i$ is an empty set which is going to contain $(t_i, f_i)$ associated with the presence of a number $l$ of active sources. |
| 2) Compute quadratic TF representation $D_{xx}(t, f)$ as in eqn. (5) and keep the admissible TF set $\Omega$. |
| 3) For $\forall (t_i, f_i)$ in $\Omega$, compute its eigen decomposition $D_{xx}(t_i, f_i) = \Lambda(t_i, f_i)V^{-1}$, where $\Lambda(t_i, f_i) = diag(\lambda_1 \ldots \lambda_m)$. If $\lambda_1 > \cdots > \lambda_l \gg \lambda_{l+1} > \cdots > \lambda_m$, $(t_i, f_i)$ is assigned to the set $\Gamma_l$, i.e., $\Gamma_l \leftarrow \Gamma_l \cup (t_i, f_i)$. |
| 4) For the non-empty set $\Gamma_2, \ldots, \Gamma_d$, $d \leq m$, apply the SSCL algorithm or the method based on Gap statistics to group the neighbouring T-F points into blocks, e.g., $\Gamma_i = \Gamma_i^{(1)} \cup \Gamma_i^{(2)} \cdots \cup \Gamma_i^{(h)}$. That is, the set $\Gamma_i$ is divided into subsets $\Gamma_i^{(1)}, \ldots, \Gamma_i^{(h)}$, where $h$ is unknown. |
| 5) For overlapped blocks $\Gamma_i^{(1)}, \ldots, \Gamma_i^{(h)}$, $l = 2 \ldots d$, apply the JADE algorithm (see [1]) to obtain $\hat{s}$ and a set $A$ of steering vectors at the specified block. |
| 6) For the block during which only one source is present, $\Gamma_1$, apply the FOCUSS algorithm (see [23]) or the algorithm in section IV to obtain $\hat{s}$ and a set $A'$ of steering vectors at the specified block. |
| 7) For the steering vectors $A$ and $A'$, use the k-means algorithm to classify them into $k$ clusters, the center vector of each cluster is the estimated steering vector $\hat{a}_i$, where $i = 1, \ldots, k$. |
| 8) According to the same steering vector, line up the signal $\hat{s}$ from different blocks. |
different mixing matrices is not always stable [45]. In contrast, our approach exploits the nonstationarity of sources without the requirement of prior probability distribution knowledge of sources. Additionally, due to its block operation, the problems of instability caused by the mixing matrices and requirement of long data samples for convergence are likely to be overcome with our approach. Due to the different framework being taken, we compare our algorithms with that of [31] since it is also a TF representation-based approach.

VI. NUMERICAL EXPERIMENTS

A. Performance Evaluation of Algorithm I and II

Here, the performance evaluation of the proposed approaches will be compared with the method in [31] (see also the discussion in Section III). A MIMO system with three sources ($k = 3$) and two sensors ($m = 2$) is assumed. A mixing matrix is assumed of the form

$$A = \begin{bmatrix} 0.4 + 0.1j & 0.9 + 0.2j & 0.6 + 0.5j \\ 0.6 + 0.6j & 0.7 + 0.2j & 0.4 + 0.3j \end{bmatrix}. \quad (18)$$

Additive white Gaussian noise at a level of 20 dB signal-to-noise ratio (SNR) is assumed. It should be noted that the purpose of adding a certain level of noise in the mixtures is to demonstrate the reasonable robustness obtained with our proposed algorithms. This property is a result of the exploitation of the TF representation, where the source energy is effectively localized with the noise power spreading over the whole TF plane [10]. However, the focus of this work is to demonstrate the feasibility of our proposed approaches, more extensive evaluations on different levels of noise using SNR, Eb/N0 (normalized SNR), or bit-error-rate (BER) are therefore discounted in this study. Instead, TF plots are used in common with many published works in the field, such as [31]. To reduce the cross term interference, the quadratic TF representation is selected as the Choi-William distribution [44], which belongs to the category of Cohen’s Class of TF distribution [32]. We use the TF toolbox for MATLAB [40] to generate the TF representation of signals. In the initialization, we set $p_1$ to a random location in the input space, $||f_1 - p_1||_2 > 3$ to ensure $f_1$ is far away from $p_1$. $g_1 = f_1$, $r_1 = p_1$, and $n_f = n_p = n$. To obtain admissible TF set $\Omega$, we set the threshold $\xi$ to be 10. Two types of signals are used in the experiments, i.e. linear chirp signals and GMSK modulated signals, respectively.

1) Linear Chirp Signals: For a linear chirp signal, its instantaneous frequency varies linearly with time. At time $t$, a mono-component linear chirp signal $s_f(t)$ can be expressed as

$$s_f(t) = \cos(2\pi ft + \theta_0). \quad (19)$$

Here, we assume that at time $t_0$, the instantaneous frequency of $s_f(t)$ is $f_0$, $\theta_0$ is the initial phase and the instantaneous frequency is given by $f = f_0 + \Delta f(t - t_0)$, where $\Delta f(t)$ is a linear slope parameter. The TF representations of the source signals and the two received mixtures are shown in Fig. 1 where the frequencies are normalized, and this style of plot is used throughout this section. Using the method in [31], when the value of $\varepsilon$, in (9) is gradually reduced from 0.4 to 0.05, the number of clusters

<table>
<thead>
<tr>
<th>Threshold $\xi$</th>
<th>No. of clusters found</th>
<th>Successful separation (Yes/No)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>1</td>
<td>N</td>
</tr>
<tr>
<td>0.2</td>
<td>3</td>
<td>N</td>
</tr>
<tr>
<td>0.1</td>
<td>9</td>
<td>N</td>
</tr>
<tr>
<td>0.05</td>
<td>23</td>
<td>Y</td>
</tr>
</tbody>
</table>

TABLE V

<table>
<thead>
<tr>
<th>Threshold $\xi$</th>
<th>No. of clusters found</th>
<th>Successful separation (Yes/No)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>2</td>
<td>N</td>
</tr>
<tr>
<td>0.3</td>
<td>3</td>
<td>N</td>
</tr>
<tr>
<td>0.2</td>
<td>4</td>
<td>N</td>
</tr>
<tr>
<td>0.1</td>
<td>7</td>
<td>Y</td>
</tr>
</tbody>
</table>

TABLE IV
found is shown in Table IV. Note that, Table IV, and the subsequent Table V are all the simulation results by using method [31] to demonstrate that it fails either to give the right number of sources (resulting in phantom sources) or to give successful separation of the sources. However, since Algorithm I and II can give exactly the right number of sources and successful separation for all the thresholds ε in the tables, similar tables are omitted without ambiguities. The results show that when ε is selected as 0.2, three clusters are suggested. This matches the natural number of the input sources. However, source separation is not successful, as depicted by the TF representation of the unmixing outputs in Fig. 2. In particular Fig. 2(b) shows successful extraction of source-1, but both Fig. 2(a) and (c) demonstrate failure to extract source-2 and source-3. For successful source separation, the threshold value should decrease (e.g., in Table IV), which, however, leads to the unavoidable artificial sources (e.g., in total 23 sources were found). The simulation results of using advanced clustering techniques are shown in Fig. 3. Successful source separation is confirmed in the simulations. Comparing the separation results, we know that although both the k-means algorithm and the algorithm in [31] assume the true number of clusters is known, the former appears to perform much better than the latter one. Moreover, with the k-means algorithm, the threshold value ε in (9) does not need selecting and the drawback of phantom sources is overcome. In practical situations, the number of clusters is often unknown a priori. This problem can be effectively removed by the proposed advanced clustering methods. For Algorithm I, the Gap statistics method is applied before using the k-means algorithm. The natural number of clusters is reached when the gap between the actual data and the reference data is largest. This can be confirmed in Fig. 4. Twenty copies of reference data, i.e., \( L = 20 \), are generated in the simulation. The corresponding unmixing outputs are shown in Fig. 3(d)–(f). The separation results of Algorithm II are shown in Fig. 3(g)–(i). The algorithm capability of separating more sources than sensors is therefore confirmed even when the number of active source is unknown to the observer.

2) GMSK Signals: The monocomponent linear chirp signals employed in the simulations are the simplest nonstationary signals in the sense that their instantaneous frequency content consists of only a single frequency. Therefore, provided that the instantaneous frequencies of the input sources differ, the TF orthogonality assumption required in underdetermined BSS is readily satisfied even though all sources might be simultaneously present within the measurements.

For a GMSK modulated source, which is used in a GSM communication system, its spectrum is no longer a single frequency component but a portion of frequencies whose bandwidth depends on the signal data rate and normalized bandwidth of the Gaussian filter. As a result, although this kind of signal is praised for its compact spectrum (i.e., the side lobes of the GMSK are low and the main lobe is narrow compared with that using a rectangular pulse), when multiple sources are present within the measurements at the same time, the TF supports of the sources
are likely to be overlapped if the gap between the carrier frequencies is small. This possible overlap in the TF domain violates the orthogonality assumption and may lead to failure in source separation, since the principle eigenvector of the matrix \( D_{\mathbf{x}\mathbf{x}}(t, f) \) is no longer the steering vector of a source (i.e., not a column vector of the mixing matrix \( \mathbf{A} \)). Simulation results under this scenario will be demonstrated next.

Assume that the data rate of the sources is 1000 bits/s and the sampling rate is 10 ksamples/s. Some of the data samples from source-3 are shown in Fig. 5(b). The corresponding in-phase data channel of the GMSK modulated signal is shown in Fig. 5(b). The normalized bandwidth of the Gaussian filter is selected as 0.3. In the first simulation, we assume that the input sources are presented in the measurements at different time intervals. The carrier frequency is 3 kHz, which is the same for all three sources. Note that, compared with the realistic GSM system, where the bit rate at the physical layer is 270 Kb/s and the carrier frequency is 900 or 1800 MHz, the relatively low data rates and radio frequencies are chosen in our experiments for the reduction of the run-time and computational cost of the simulations. The algorithm was developed without constraints on frequency range, which means the results for higher frequencies and data rates would essentially be the same as we have shown here. With the same mixing matrix as in (18), the source signals and the received mixtures are shown in Fig. 6.

By choosing different values of the threshold \( \varepsilon \), the number of clusters obtained is shown in Table V. The simulations results are similar to those of linear frequency modulated signals. The sensitivity in the selection of the threshold value is once again confirmed. In comparison, empirical selection of such a threshold is overcome by Algorithm I and Algorithm II, both of which are capable of extracting all three sources without the knowledge of the number of active sources. The results are depicted in Fig. 7. The Gap statistics, which are employed in Algorithm I, are shown in Fig. 8. The number of active sources in the system is correctly identified. From these simulations, it follows that the proposed Algorithm I and Algorithm II outperform the existing approach with the TF orthogonality assumption. For the violation of this assumption, experimental results we obtained agree with the theoretical formulations in

Section IV which suggest that all the algorithms examined in this section cannot successfully separate the sources.

B. Implementation Example of Algorithm III

The simulation is put into the context of blind beamforming. Assume a three GMSK source and two sensor system. The two measurement sensors are separated by half of the wavelength. The directions of arrival (DOAs) of the three sources are assumed to be \( 0, \pi/9, \) and \( 2\pi/3 \), respectively. The mixing matrix is thus written as

\[
A = \begin{bmatrix} e^{-j\pi \sin(0)} & e^{-j\pi \sin(\pi/9)} & e^{-j\pi \sin(2\pi/3)} \\
1 & 1 & 1 \\
0.4762 & 0.8793i & 0.9127 & 0.4086i \end{bmatrix},
\] (20)
Fig. 8. Gap statistics in clustering with GMSK modulated signals.

**TABLE VI**

<table>
<thead>
<tr>
<th>Source No.</th>
<th>Present time in the system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source 1</td>
<td>0–8000sec, 5001–7000sec, 8001–10000sec</td>
</tr>
<tr>
<td>Source 2</td>
<td>2001–5500sec</td>
</tr>
<tr>
<td>Source 3</td>
<td>5001–10000sec</td>
</tr>
</tbody>
</table>

Note that, the mixing matrix was selected to be in common with the standard formulation of DOA estimation, where the first sensor has been implicitly set as the origin of the linear array, and the amplitude response has been omitted for the sake of simplicity. However, there is no restriction with the form of mixing matrix which can have all complex entries since our algorithm has been developed for general mixing matrices (there is only one phase difference for complex numbers as discussed in Section III). The data rate is 1000 bits/s and the sampling rate is 10 ksamples/s. The carrier frequencies of the three signals are set to 3000, 3500, and 4000 Hz. The active times of different source signals are summarized as in Table VI and their TF representations are shown in Fig. 9(a)–(c). The two received mixtures are shown in Fig. 9(d) and (e). It can be observed that the overlap regions will be over time interval 2001–4000 s, 5001–5500 s, and 8000–10000 s. By testing the rank of the TF matrices at different TF points, the regions at which two sources are present are successfully identified and shown in Fig. 10(a). The corresponding nonoverlap regions are also successfully identified, as shown in Fig. 10(b). To estimate the input signals and the associated steering vectors, first we consider the overlap regions. By classifying the TF points that are associated with the presence of two active sources using the SSCL algorithm, the overlap region in Fig. 10(a) is partitioned into three TF blocks. They are described, respectively, in Fig. 11. In the simulation setting that there are three individual time intervals, namely 2001–4000 s, 5001–5500 s, and 8000–10000 s, in which two out of three sources (we do not know which two yet) are present. The experimental results are all in close agreement with the actual boundaries. In this sense, if the nonstationarity of the sources is in their sudden arrival and departure, it is possible to divide the whole observation time into appropriate time intervals with the help of the TF information. After successful identification of the overlap regions, the conventional JADE algorithm is applied to estimate the corresponding steering vectors and the input sources in each block. For TF block shown in Fig. 11(b), with the JADE algorithm, the two steering vectors are estimated as

\[
\hat{\mathbf{a}}_1 = \begin{bmatrix} 1 & 1 \\ 1.0096 + 0.0268i & 0.4575 - 0.9018i \end{bmatrix}.
\]
Fig. 11. Separation of three sets at which two sources are present. (a) Source-1 and source-3 are active. (b) Source-1 and source-2 are active. (c) Source-1 and source-2 are active.

Fig. 12. Time-frequency distribution of the separated signals in the overlap blocks. (a) Estimated signal of source-1. (b) Estimated signal of source-2. (c) Estimated signal of source-1. (d) Estimated signal of source-2. (e) Estimated signal of source-1. (f) Estimated signal of source-3.

The estimation of the block in Fig. 11(c), leads to

$$\begin{bmatrix} \hat{a}_1 \\ \hat{a}_2 \end{bmatrix} = \begin{bmatrix} 1 \\ 1.0198 + 0.0393i \end{bmatrix} \begin{bmatrix} 0.4497 + 0.9172i \end{bmatrix}. \quad (22)$$

Notice that in these two TF blocks, source-1 and source-2 are present. The resulting estimates are fairly accurate. For the block in Fig. 11(a), the two estimates of steering vectors are shown.

$$\begin{bmatrix} \hat{a}_1 \\ \hat{a}_3 \end{bmatrix} = \begin{bmatrix} 1 \\ 0.9992 + 0.0621i \end{bmatrix} \begin{bmatrix} -0.9157 - 0.4087i \end{bmatrix}. \quad (23)$$

They are also very close to the actual steering vectors of source-3 and source-1 and the overlap also contains these two sources. The TF distributions of the unmixing outputs for each individual block are shown in Fig. 12. The results confirm that successful signal separation is achieved in those overlap blocks using the JADE algorithm. For the nonoverlap TF blocks, three clusters have been found using the SSCL algorithm. The centers of the clusters are the estimated steering vectors, which are given by (24) at the top of the next page. Signals in those regions are also successfully separated, as shown by the TF distributions of the unmixing output in Fig. 13. With the signal separated in each TF block, the steering vectors in (21)–(24) are gathered together. The DOA is computed and used as the input to the k-means algorithm in order to remove the permutation ambiguity. The unmixed signals in the whole observation period are depicted in the TF domain, as shown in Fig. 14. Successful source separation with fewer sensors is achieved. Notice that the synthesis operation from the TF domain to time domain is no longer required. The signals are well retrieved in the time domain with the proposed method. The unmixing output-2, i.e., source-1, during the interval 2500 to 2600 s is shown in Fig. 15(b). It is in close similarity to...
\[
[\hat{a}_1 \ \hat{a}_2 \ \hat{a}_3] = \begin{bmatrix}
1 & 1 \\
0.9996-0.0058i & 0.4818-0.8755i \\
-0.9199-0.4088i & 1
\end{bmatrix}.
\]

(24)

Fig. 15. Time domain signals. (a) Source-1 samples. (b) Unmixing output-2 during the same time interval.

the source-1 signal as shown in Fig. 15(a). Successful source separation is, therefore, achieved.

VII. CONCLUSION

The problem of underdetermined blind source separation was investigated. The nonstationarity of the input sources was explored via quadratic TF representation. Under the assumption of TF orthogonality, advanced classification techniques based on gap statistics and self-splitting competitive learning were introduced to overcome phantom sources. Source separation is, therefore, able to operate in a completely blind fashion without the priori knowledge of the number of sources. The issue when the TF orthogonality assumption is violated was moreover addressed. The TF orthogonality assumption was therefore relaxed to yield a new block-based underdetermined blind source separation algorithm by using the advanced clustering algorithms to partition the TF plane into appropriate blocks. Improvements due to the proposed algorithms were supported by the simulations.
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