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Abstract—We consider the effect of an imperfect channel estimate on a variable rate and variable power (VRVP) multi-level quadrature amplitude modulation (MQAM) system, where the transmit power and data rate are varied relative to the estimate of the received signal. Based on the VRVP-MQAM system operating over a Rayleigh flat-fading channel, we derive a bit error rate (BER) estimator using a maximum a posteriori (MAP) estimation approach. We apply the BER estimator to the VRVP-MQAM system, and thereby derive and obtain system expressions which are applicable to any channel estimation technique. In addition, the resulting formulations are also useful for analyzing the effect of channel state information (CSI). Consequently, we derive and obtain an optimal solution for our proposed system and generate numerical results to compare the variations of system performance with imperfect CSI.

I. INTRODUCTION

Robust and spectrally efficient communication over fading channels is a prerequisite for high-speed wireless data transmission. One common approach is through link adaptation, where the transmitter adapts its power, data rate, and coding scheme to match the channel variation using channel state information (CSI) available at the transmitter and/ or receiver. The capacity of a single-user channel with adaptive rate and power control has been examined in [1] and [2]. In [3], a variable rate variable power MQAM modulation technique which maximizes spectral efficiency over a fading channel was derived. One important premise for any adaptive transmission technique is the availability of accurate knowledge of CSI. Imperfect CSI, such as inaccurate channel estimates at the receiver and delayed estimate feedback to the transmitter are common parameters that may degrade the performance of any system incorporating adaptive techniques. Several papers have addressed these issues: [3] analyzed the effect of delay and estimation error in instantaneous signal-to-noise ratio (SNR) on bit error rate (BER), [4] analyzed and showed the effect of several system parameters, considering an instantaneous SNR estimate based on the minimum mean-square error (MMSE) criterion.

In this paper, we analyze the performance of rate and power adaptation based on estimates of instantaneous BER and SNR over a Rayleigh flat-fading channel. We proposed a system model incorporating a BER estimator derived using the MAP estimation method. Based on the proposed model, we derive and obtain analytical expressions for optimal rate and power adaptation to maximize spectral efficiency while satisfying an average power constraint and BER target. In relation to [3][4], our derivation for the power and rate control algorithm incorporates the correlation coefficient of the true channel gain and its estimate. Therefore our proposed algorithm provides a useful study on the impact of CSI, independent of a particular channel estimation technique used.

The remainder of this paper is organized as follows. In section II we describe the system model and analysis. We present our analytical approach to determining the BER estimate model in section III. Using these results, we next derive analytical expressions for optimum rate and power adaptation to maximize spectral efficiency in section IV. In section V, we show numerical results to support the performance of our proposed system. We further show the impact of an imperfect channel estimate upon short-term variations on spectral efficiency and average power. Finally, conclusions are drawn in section VI.

II. SYSTEM MODEL AND ANALYSIS

Fig. 1 shows the system model for our analysis. We represent the channel model in discrete-time with statistically stationary and ergodic time-varying gain $a(t)$ and additive, zero mean, white Gaussian noise $n(t)$, with spectral density $N_0/2$. We consider pilot symbol assisted modulation (PSAM) [5] for the fading estimation technique with channel...
gain estimates $\hat{\alpha}(i)$ obtained from the pilot symbols recovered at the receiver. For a constant transmit power $\bar{S}$, the instantaneous received SNR $\gamma(i)$ is defined as $\gamma(i) = \bar{S} |\alpha(i)|^2/(N_0 B)$ and its estimate is $\hat{\gamma}(i) = \bar{S} |\hat{\alpha}(i)|^2/(N_0 B)$, where $B$ denotes the received signal bandwidth. For the proposed link adaptation in Fig. 1, we assume a feedback path with negligible delay. At time $i$, the transmitter adapts to channel variation by adjusting its transmitted power $S(\hat{\gamma}(i))$ based on an SNR estimate $\hat{\gamma}(i)$ feedback from the receiver. The received SNR with adapted power $\sigma(\hat{\gamma}(i))$ is defined as $\sigma(\hat{\gamma}(i)) = S(\hat{\gamma}(i))/S$. The transmitter adapts rate by adjusting its constellation size $M$ based on $\sigma(\hat{\gamma}(i))$ and received BER estimated at the receiver. An estimate of BER is obtained using the maximum a posteriori (MAP) estimation approach based on $\hat{\gamma}(i)$.

Since the channel model is assumed to be statistically stationary, the distribution of the channel gain and SNR are independent of time, and hence we shall omit the discrete time reference $i$ in the following sections.

III. BER ESTIMATE

In this section, we derive the estimate of BER $p_B$ based on Bayesian estimation with the MAP approach [6]. In Bayesian estimation, the unknown parameter is viewed as the value of a random variable (RV) and the objective is to estimate the value of the unknown parameter in terms of the observed data of another RV. In our context, we wish to estimate $p_B$ in terms of the observation of $\hat{\gamma}$. In adopting the MAP approach, the aim is to find an expression for the estimate $\hat{p}_B$ that maximizes the posterior probability density function (PDF) $f(p_B|\hat{\gamma})$. We consider the instantaneous BER $p_B$ as unknown and aim to determine its estimate $\hat{p}_B$ in terms of the observation of $\hat{\gamma}$. By Bayes’ theorem [7], we have

$$f(p_B|\hat{\gamma}) = f(\hat{\gamma}|p_B) f(p_B)/f(\hat{\gamma}),$$

where $f(\hat{\gamma})$ is the PDF of $\hat{\gamma}$, $f(p_B)$ is the PDF of $p_B$ and $f(\hat{\gamma}|p_B)$ is the conditional PDF of $\hat{\gamma}$ given $p_B$. From (1) and without loss of generality, we remove the normalization factor $f(\hat{\gamma})$ and express it equivalently as the MAP equation

$$l_{MAP}(p_B) = f(p_B),$$

where $f(\cdot)$ is the joint PDF of $\hat{\gamma}$ and $p_B$. Finally, we obtain the $\hat{p}_B$ expression by solving for the root of the equation

$$\frac{\partial l_{MAP}}{\partial p_B} = 0.$$  

We will show the full derivations in the following section.

A. Derivations and Results

We consider the imperfect channel estimates scenario where $\hat{\gamma} \neq \gamma$ and $\hat{\gamma}$ is feedback to the transmitter with negligible delay. Assume the transmitter adapts its power and rate relative to a BER target (BERT) based on the channel estimate $\hat{\gamma}$ instead of the actual $\gamma$. Based on the generic approximate BER expression of a MQAM scheme [2][3], we express the instantaneous BER at the receiver as \[3\] [42]

$$p_B(\gamma, \hat{\gamma}) = c_1 \exp\left(-\frac{c_2 \gamma \bar{S}(\hat{\gamma})}{M(\hat{\gamma})-1} \right),$$

where $c_1$ and $c_2$ are positive real numbers. For a required BERT, the corresponding value of $M(\hat{\gamma})$ is

$$M = 1 + \frac{c_2 \sigma}{-\ln(BERT/c_1)}.$$  

We could therefore express the BER at the receiver as a function of $\gamma$ and $\hat{\gamma}$, i.e.
In a Rayleigh flat-fading channel using the PSAM technique for channel estimation [8], the amplitudes $\alpha$ and $\hat{\alpha}$ have a bivariate Rayleigh distribution. Consequently, the equivalent joint PDF of $\gamma$, and its estimate $\hat{\gamma}$, is

$$f(\gamma, \hat{\gamma}) = \frac{1}{\Gamma(1-\rho)} I_0\left(\frac{2\rho}{1-\rho} \gamma \hat{\gamma} \right) \exp\left(-\frac{1}{1-\rho} \frac{\gamma^2 + \hat{\gamma}^2}{\Gamma} \right) u(\gamma) u(\hat{\gamma}),$$  \hspace{1cm} (7)

where $\Gamma=E[\gamma]$, $\hat{\Gamma}=E[\hat{\gamma}]$ and $\rho$ is the correlation coefficient between $\gamma$ and $\hat{\gamma}$. $E[.]$ denotes the statistical expectation operator. $I_0(.)$ is the zero order modified Bessel function and $u(.)$ is the unit step function. Exploiting (6) and (7), and through a transformation of the random variables, we obtain the joint PDF of $\gamma$ and $\hat{\gamma}$ as

$$f(p_B, \hat{\gamma}) = c(p_B) I_0\left(b(p_B) \hat{\gamma} \right) \exp(-a(p_B) \hat{\gamma}),$$  \hspace{1cm} (8)

where

$$a(p_B) = \frac{1}{1-\rho} \frac{-1}{\sigma c_2} \Gamma \left( \ln \frac{p_B}{c_1} + \frac{1}{\Gamma} \right),$$  \hspace{1cm} (9)

$$b(p_B) = \frac{2\sqrt{\rho}}{1-\rho} \frac{-1}{\sigma c_2} \Gamma \ln \frac{p_B}{c_1},$$  \hspace{1cm} (10)

$$c(p_B) = \frac{(M-1)\hat{\gamma}}{p_B \sigma (1-\rho) \hat{\Gamma}},$$  \hspace{1cm} (11)

We then substitute (8) into (2), and remove constant terms which yields the final form of the MAP equation

$$I_{MAP}(p_B) = \frac{1}{p_B} I_0(b(p_B) \hat{\gamma}) \exp(-a(p_B) \hat{\gamma}).$$  \hspace{1cm} (12)

To utilize (12), we based on a higher SNR and $\rho$, and find an approximate equivalent using the truncated polynomial approximation of $I_0(.)$ [9],

$$I_{MAP}_{eq}(p_B) = \frac{1}{p_B} \frac{\exp(b(p_B) \hat{\gamma})}{\sqrt{2\pi b(p_B) \hat{\gamma}}} \exp(-a(p_B) \hat{\gamma}).$$  \hspace{1cm} (13)

We substitute (13) into (3) and obtain an approximate expression for $\hat{\gamma}$ in closed form

$$\hat{\gamma} = c_1 \exp \left( \frac{\rho - \sigma c_2 \Gamma}{M-1} \hat{\gamma} \right).$$  \hspace{1cm} (14)

We substitute (5) into (14), and simplify the received BER estimate as a function of $\hat{\gamma}$

$$\hat{\gamma} = c_1 \exp \left( \ln \left( \frac{\text{BER} / c_1}{\Gamma \rho} \right) \right) \left( \frac{-\ln \left( \text{BER} / c_1 \right)}{\hat{\gamma} (1-\rho) - 1} \right)^2.$$  \hspace{1cm} (15)

We note that (15) relates to the CSI parameters $\Gamma$, $\hat{\Gamma}$ and $\rho$. In general, $\Gamma$ and $\hat{\Gamma}$ define respectively the average received SNR and its estimate for any channel estimation technique over a long term channel variation, while $\rho$ defines the correlation between $\gamma$ and its estimate $\hat{\gamma}$ for any channel estimation technique over a short term variation.

**IV. OPTIMAL RATE AND POWER ADAPTATION**

At the transmitter, we adjust constellation size $M$ based on estimates $\hat{\gamma}$ and $\hat{\gamma}$. We could therefore express the adaptive $M$ as a function of $\hat{\gamma}$

$$M(\hat{\gamma}) = 1 + \frac{c_2 \sigma(\hat{\gamma})}{-\ln(\hat{\gamma} / c_1).}$$  \hspace{1cm} (16)

Substituting $\hat{\gamma}(\hat{\gamma})$ of (15) into (16), the final form of $M(.)$ simplifies to

$$M(\hat{\gamma}) = 1 + \frac{K \hat{\Gamma}}{p \hat{\gamma}} \left(-\ln \left( \text{BER} / c_1 \right) \left( \hat{\gamma} (1-\rho) - 1 \right)^2 \right)^2.$$  \hspace{1cm} (17)
where $K = c_2/\ln(BERT/c_1)$. The spectral efficiency of a MQAM scheme can be expressed as its average data rate per unit bandwidth $R/B$. With data sent at $k(\hat{\gamma}) = \log_2(M(\hat{\gamma}))$ bits/symbol, the instantaneous data rate is $k(\hat{\gamma})/T_s$ (bits/sec), where $T_s$ is the symbol time. Assuming Nyquist data pulses of duration $T_s = 1/B$, the spectral efficiency (bits/sec/Hz) for continuous rate can be given by

$$R = \int k(\hat{\gamma})f(\hat{\gamma})d\hat{\gamma}. \tag{18}$$

We derive the optimal rate and power adaptation by maximizing spectral efficiency (18) subject to the average power constraint

$$E[S] = \int S(\hat{\gamma})f(\hat{\gamma})d\hat{\gamma} \leq \bar{S}, \tag{19}$$

where $f(\hat{\gamma})$ denotes the PDF of $\hat{\gamma}$. To solve the constrained optimization problem, we form the Lagrangian equation

$$F(S(\hat{\gamma})) = \int k(\hat{\gamma})f(\hat{\gamma})d\hat{\gamma} + \lambda[S(\hat{\gamma})f(\hat{\gamma})d\hat{\gamma} - \bar{S}]. \tag{20}$$

where $\lambda$ denotes the Lagrange multiplier. We solve $\partial F/\partial S(\hat{\gamma}) = 0$ for $S(\hat{\gamma})$ and obtain the optimal power adaptation

$$S(\hat{\gamma})_{op} = \begin{cases} U - \frac{\Gamma}{\hat{\gamma}}\rho, & k(\hat{\gamma}) \geq 0, S(\hat{\gamma}) > 0, \\ K\hat{\gamma}\left[c_2\frac{\Gamma}{\hat{\gamma}}(1-\rho)\right]^{2}, & k(\hat{\gamma}) \geq 0, S(\hat{\gamma}) > 0, \\ 0, & \text{otherwise}, \end{cases} \tag{21}$$

where $U = 1/\lambda S \ln(2)$ is a constant value found through numerical search such that the power constraint (19) is satisfied. We substitute (21) into (17) and obtain the optimal rate adaptation as

$$k_{op}(\hat{\gamma}) = \begin{cases} \log_2 \frac{K\hat{\gamma}\left[c_2\frac{\Gamma}{\hat{\gamma}}(1-\rho)\right]}{\rho}, & k(\hat{\gamma}) \geq 0, S(\hat{\gamma}) > 0, \\ 0, & \text{otherwise}. \end{cases} \tag{22}$$

Finally, by substituting (22) into (18), the maximum spectral efficiency can be obtained.

V. NUMERICAL RESULTS

In this numerical evaluation, we focus on the performance of the system over short-term variations modelled by a Rayleigh distribution with $f(\hat{\gamma}) = \frac{1}{\hat{\gamma}}\exp(-\frac{\hat{\gamma}}{\Gamma})$. We assume $\hat{\Gamma} = \Gamma$, where a perfect channel estimate is possible over a long-term channel and represent the short-term imperfect channel estimation by $\rho < 1$. In the case of such partial knowledge of CSI, we use power and rate adaptations of (21) and (22) respectively in (18) to compute for maximum spectral efficiency.

For comparison to a similar system of [3], which corresponds to a variable rate and power MQAM system optimized by assuming perfect knowledge of CSI, we let $U = 1/\gamma_0$, $c_1 = 0.2$ and $c_2 = 1.5$. Note $\gamma_0/K$ is defined as the optimized cutoff fade depth. In fact, when $\rho = 1$, (21) and (22) simplify to the same optimal power and rate adaptations of [3]. We show in Fig. 2 the spectral efficiency assuming a continuous MQAM with a BER target of $10^{-3}$. The spectral efficiency curve illustrates the same performance as achieved in [3].

![Figure 2. Spectral efficiency as a function of average SNR with BER target $10^{-3}$ and perfect CSI.](image-url)
To study the impact of the variation of spectral efficiency and average power over $\rho$, we compute numerical results for spectral efficiency as a function of $\rho$ and the normalized average power as a function of $\rho$ using

$$E[S_{\text{norm}}] = \int\frac{S(y)}{S} f(y)dy,$$

where $S(y)/S$ is from (21). We show in Fig. 3 and Fig. 4 the results of spectral efficiency and average power over $\rho$ for a set of three average SNR values: $\Gamma = 10$ dB, 15 dB and 20 dB. The two graphs depict that optimal spectral efficiency is achieved with normalized average power of 0 dB when $\rho=1$, and that spectral efficiency is reduced and average power varies when $\rho<1$. Furthermore, the two graphs illustrate several interesting points in terms of the variation of spectral efficiency and average power over $\rho$ and $\Gamma$ parameters. First, the rate of change of spectral efficiency is identical for all $\Gamma$ values. The spectral efficiency decreases by approximately 0.5 bit/sec/Hz at $0.95 < \rho < 1$ and is almost insignificant at $0.8 < \rho < 0.9$. In contrast, the rate of change of average power varies across the values of $\Gamma$ and $\rho$. To illustrate with numeric data, Fig. 4 shows that for $\rho < 0.9$ the average power for $\Gamma = 10$ dB increases at a rate of 1 dB per unit of $\rho$ as compared to a rate of 0.3 dB per unit of $\rho$ when $\Gamma = 20$ dB.

To conclude, we have obtained a BER estimator for a variable rate and variable power MQAM system over a Rayleigh flat-fading channel using maximum a posteriori approach. We have also derived the rate and power adaptation based on the resulting BER estimate and the estimate of SNR. We verified that in perfect CSI, our rate and power adaptation agree with that of the adaptive rate and power MQAM system of [3], where the corresponding rate and power derivations are valid only for perfect CSI analysis. In contrast, our rate and power derivations are valid for imperfect CSI analysis. For instance through numerical evaluation, we show the impact of imperfect channel estimate on spectral efficiency and average power over a short-term channel variation. The numerical results show that for $\rho < 1$, the rate of change of spectral efficiency is relatively constant for all average SNR. In contrast, the rate of change of average power varies over the average SNR.
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