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ABSTRACT
Pulsed wave (PW) Doppler ultrasound systems are commonly used to examine blood flow dynamics and the technique plays a very important role in numerous diagnostic applications. Commonly, narrow-band PW systems estimate the blood velocity using an autocorrelation-based estimator. Herein, we examine a recently proposed hybrid frequency estimator, and via extensive numerical simulations using simulated blood scatterers show the achievable performance gain of this method as compared to the traditional approach.

1. INTRODUCTION
Ultrasound systems for the estimation of blood velocities have found numerous diagnostic applications and are currently widely used by medical doctors [1]. Today, more than one fourth of all medical imaging studies are performed using ultrasound, and the proportion is ever increasing [2]. The great majority of commercially available PW system use a statistically inefficient narrow-band autocorrelation-based technique developed by Kasai et al [3] (see also [4]). It is both numerically robust and computationally simple [5, 6], but suffers from a limited estimation accuracy, especially for lower signal to noise ratios (SNR). In this paper, we examine the possible performance gain achievable by instead using the recently proposed computationally and statistically efficient hybrid implementation [7]. As shown in [7], the hybrid estimator, which requires only O(N) operations, outperforms other recently proposed statistically efficient frequency estimation approaches, lowering the SNR at which the Cramér-Rao lower bound (CRLB) is reached. Furthermore, it was shown that the performance of the hybrid estimator is essentially unaffected by the underlying frequency. Herein, we briefly summarize the hybrid estimator and via extensive numerical simulations examine its performance as compared to the traditional autocorrelation-based estimator for both synthetic sinusoidal data as well as simulated radio frequency (RF) data from simulated blood scatterers obtained using the Field II program [8].

2. THE HYBRID ESTIMATOR
As is well-known, the backscattered signal resulting from a blood flow along the transmission direction (normally called the axial flow) can be expressed as [9]

\[
y(t) = \beta e^{i(\omega t + \theta)} + n(t),
\]

for \( t = 0, \ldots, N - 1 \), where \( \beta \in \mathbb{R} \), \( \omega \) and \( \theta \in [0, 2\pi) \) denote the deterministic but unknown amplitude, frequency, and initial phase, respectively, of a complex sinusoid. Here,

\[
\omega = 2\pi \frac{2v_z f_c}{c},
\]

where \( v_z \) denotes the velocity component of the backscattering flow, \( f_c \) the carrier frequency in emission, and \( c \) the speed of propagation in the tissue. Further, \( n(t) \) is an additive noise which, for simplicity, is often modeled as a circular zero mean complex white Gaussian noise. As suggested in [10], the data model in (1) can be written as

\[
y(t) = [1 + v(t)]\beta e^{i(\omega t + \theta)},
\]

where \( v(t) = \beta^{-1}n(t)e^{-i(\omega t + \theta)} \) is a complex white sequence. Let \( v_r(t) \) and \( v_i(t) \) denote the real and the imaginary parts of \( v(t) \), respectively. For high SNR,

\[
1 + v(t) \approx e^{i \arctan v_i(t)} \approx e^{iv_i(t)},
\]

allowing the approximation \( y(t) \approx \beta e^{i\phi(t)} \), where \( \phi(t) = \omega t + \theta + v_i(t) \). Thus, it is possible to estimate the phase as

\[
\Delta \phi(t) \triangleq \arg[y^*(t)y(t + 1)] \approx \omega + v_i(t + 1) - v_i(t),
\]

where \((\cdot)^*\) denotes the complex conjugate, suggesting the autocorrelation estimator [3, 4]

\[
\hat{\omega}_c = \arg \left[ \frac{1}{N - 1} \sum_{t=0}^{N-2} y^*(t)y(t + 1) \right].
\]
To remove the typical frequency dependence of the SNR threshold (which is caused by the wraparound of angle measurements at \( \pm \pi \)), we form a downshifted signal using \( \hat{\omega}_c \), i.e.,
\[
y_d(t) = y(t)e^{-i\hat{\omega}_c t}.
\] (7)

Further, to reduce the SNR threshold, we apply a \( K \)-tap averaging filter, forming
\[
y_f(t) = \frac{1}{K} \sum_{k=0}^{K-1} y_d(t + k).
\] (8)

Similar to (5), the adjacent phase difference of (8) can be formed as
\[
\Delta \phi_f(t) = \text{arg} \left[ y_f^*(t)y_f(t + 1) \right] = \omega_f + u_c(t),
\] (9)

where, for \( K = 2 \), (see [7] for a general \( K \))
\[
u_c(t) = \frac{v(t + 2) - v(t)}{2\cos(\omega/2)}.
\] (10)

It is worth noting that the noise process \( u_c(t) \) will now be coloured due to the average filtering and the correlation of input noise components between \( \Delta \phi_f(t) \) and \( \Delta \phi_f(t + 1) \). To further reduce the SNR threshold, we apply a recent outlier detection scheme proposed in [11]. Here, \( \pm 2\pi \) outliers are detected if \( |\beta_t| > |\beta_{t-1}|, |\beta_t| > |\beta_{t+1}| \) and \( |\beta_t| > \lambda \), with
\[
\beta_t = \Delta \phi_f(t - 1) + \Delta \phi_f(t) + \Delta \phi_f(t + 1),
\] (11)

where \( \beta_{t-1} = \beta_{N-K} = 0 \) and \( \Delta \phi_f(1) = \Delta \phi_f(N-K) = 0 \). Thus, the outliers can be removed as follows
\[
\tilde{\Delta} \phi_f(t) = \begin{cases} 
\Delta \phi_f(t) - \text{sign}(\beta_t)2\pi & \text{if outlier detected} \\
\Delta \phi_f(t) & \text{otherwise}
\end{cases}
\] (12)

for \( t = 0, \ldots, N - K - 1 \). Here, both \( K \) and \( \lambda \) are user parameters; in the simulations below, we use \( K = 6 \) and \( \lambda = 4 \) (see [12] for a further study on the influence of both \( K \) and \( \lambda \)). After the SNR threshold reduction using (9) and (12), further improvement can be achieved by taking into account the colouration of the noise term in (9). It can be shown that a frequency correction term, \( \hat{\omega}_f \), can be found as [13]
\[
\hat{\omega}_f = \sum_{t=1}^{(N-K)/K} q(t) \sum_{m=1}^{K-1} \tilde{\Delta} \phi_f(tK - m),
\] (13)

where
\[
q(t) = \frac{6tK(N-tK)}{N^3 - NK^2},
\] (14)

with \( t = 1, 2, \ldots, (N-K)/K \). Combined with the coarse estimate, the hybrid frequency estimate is found as
\[
\hat{\omega}_h = \hat{\omega}_c + \hat{\omega}_f.
\] (15)

3. SIMULATIONS - SYNTHETIC DATA

In this section, we will briefly examine the performance of the proposed estimator. Initially, we consider \( N = 18 \) data samples containing a single complex sinusoid with frequency \( \omega = 0.5\pi \), corresponding to half of the maximum detectable axial velocity, the so-called Nyquist velocity, here denoted \( v_{Nyq} \), and examine the estimated mean square error (MSE) as a function of the SNR. Here, the simulation results have been obtained using \( 10^3 \) Monte-Carlo simulations. Figure 1 illustrates the MSE for the hybrid estimator, as compared to the standard autocorrelation estimator (termed Auto in the Figures) and the corresponding CRLB as given in [14]. The figure clearly shows that the autocorrelation estimator is not statistically efficient for any examined SNR. Further, it can be seen that the hybrid estimator is statistically efficient, reaching the CRLB (which indicates a theoretical lower bound on the achievable variance of any unbiased estimator) at a low SNR threshold.

4. SIMULATIONS - RF DATA

In this section, we examine the performance of the hybrid estimator for simulated blood scatterers using the Field II program [8]. Initially, we simulate a single fibre-like flow

![Figure 1: The MSE of the examined estimators as a function of the SNR, for \( v_c = 0.5 \times v_{Nyq} \), with synthetic data.](image-url)
which comprises 1000 blood particles lying along the vessel center and moving towards the transducer along the beam direction (pure axial velocity) with constant velocity $v_z = 0.5 \times v_{Nyq}$. The details of the parameters for simulating the RF data are listed in Table 1. Figure 2 shows the MSE of the examined estimators as a function of the SNR at the transmission focus which is 35 mm away from the transducer surface. As is seen from the figure, the hybrid estimator uniformly exhibits better performance than the autocorrelation estimator over the whole examined SNRs. Further, we consider a laminar blood flow (consisting of $3 \times 10^5$ scatters) with parabolic profile, i.e.,
\[
v(r) = (1 - r^2)v_0, \tag{16}
\]
where $r \in [0, 1]$ is the relative radius, and $v_0$ the velocity at the vessel center. Here, $v_0 = 0.8 \times v_{Nyq}$, again using the parameters given in Table 1. As seen in Figure 3, the hybrid estimator shows preferable performance also for this case. As the data generation is somewhat time-consuming, we have limited the simulations for both the fibre and parabolic flow to only 100 Monte-Carlo simulations. Finally, to verify the performance of the hybrid estimator in a somewhat more realistic situation, the RF data simulating the flow in the carotid artery are examined, taking into account the tissue motion due to the breathing and pulsation\footnote{Data available at: http://www.oersted.dtu.dk/31655/?ultrasound_data/sim_car_wall.html}. The upper plot in figure 4 shows one of the RF lines. The dominant peaks on both sides of the plot depict the strong clutter effects due to the existence of vessel walls (represented by the dashed vertical lines) and the tissue motion. To enable high quality blood velocity estimation, efficient clutter filter must be applied prior to the velocity estimation. In this

Table 1: Field II parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency, $f_c$</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Sampling frequency, $f_s$</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Pulse repetition frequency, $f_{prf}$</td>
<td>$10^4$ Hz</td>
</tr>
<tr>
<td>Velocity in fibre, $v$</td>
<td>$0.5 \times v_{Nyq}$</td>
</tr>
<tr>
<td>Peak velocity in parabolic flow, $v_0$</td>
<td>$0.8 \times v_{Nyq}$</td>
</tr>
<tr>
<td>Sound speed, $c$</td>
<td>1540 m/s</td>
</tr>
<tr>
<td>RF lines per estimate, $N$</td>
<td>18</td>
</tr>
<tr>
<td>Pulse oscillation (M)</td>
<td>10</td>
</tr>
<tr>
<td>Doppler angle in fibre</td>
<td>0°</td>
</tr>
<tr>
<td>Doppler angle in parabolic flow case</td>
<td>45°</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>0.6</td>
</tr>
<tr>
<td>Center of vessel</td>
<td>35 mm</td>
</tr>
<tr>
<td>Vessel radius</td>
<td>5 mm</td>
</tr>
<tr>
<td>Transducer type</td>
<td>Phased array</td>
</tr>
<tr>
<td>Transducer elements</td>
<td>64</td>
</tr>
<tr>
<td>Transducer element pitch</td>
<td>0.077 mm</td>
</tr>
<tr>
<td>Transducer element kerf</td>
<td>0.00385 mm</td>
</tr>
<tr>
<td>Transducer element width</td>
<td>0.732 mm</td>
</tr>
<tr>
<td>Transducer element height</td>
<td>5 mm</td>
</tr>
<tr>
<td>Focus in transmission</td>
<td>35 mm</td>
</tr>
<tr>
<td>Focus in reception</td>
<td>35 mm</td>
</tr>
<tr>
<td>Elevation focus</td>
<td>25 mm</td>
</tr>
<tr>
<td>Apodization in transmission</td>
<td>Hanning</td>
</tr>
<tr>
<td>Apodization in reception</td>
<td>Hanning</td>
</tr>
</tbody>
</table>
work, a second order eigenfilter is used (see [15] for further details). The lower plot in the figure illustrates the estimated velocity profile crossing the whole vessel using the autocorrelation method and the proposed hybrid estimator, respectively. As seen from the figure, both the autocorrelation method and the hybrid estimator accurately estimate the velocities close to the vessel walls. However, close to the vessel center, the hybrid estimator clearly outperforms the autocorrelation method. It is worth noting that the center of the profile is not accurately estimated. This is likely an effect of the fixed order clutter filter; in the center of the vessel, the filter order should typically be lower than at the vessel walls as discussed in [15].

![Figure 4: The estimated velocity profile using RF data from simulated carotid artery.](image)
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