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ABSTRACT

A predictive, quasi-dimensional simulation of combustion in a spark ignition engine has been coupled with a chemical kinetic model for the low temperature, pre-flame reactions of hydrocarbon fuel and air mixtures. The simulation is capable of predicting the onset of autoignition without prior knowledge of the cylinder pressure history. Near-wall temperature gradients were computed within the framework of the engine cycle simulation by dividing the region into a number of thin mass slices which were assumed to remain adjacent to the combustion chamber surfaces in both the burned and unburned gas. The influence of the near-wall turbulence on the temperature field was accounted for by means of a boundary layer turbulence model developed by the authors. Fluid motion in the bulk gases has been considered by the inclusion of a turbulence model based on $k - \varepsilon$ theory while the flame propagation rate was predicted using a fractal flame model. Validation of the engine-cycle simulation is afforded by comparison of predicted turbulence intensities, gas temperatures, gas-wall interface heat fluxes and pressure histories with appropriate measured values. All showed good agreement. The heat release from the pre-flame reactions was estimated using the reduced kinetic model and has been accounted for in the overall engine simulation energy balance. The chemical kinetic and engine cycle models were solved simultaneously enabling the simulation of the coupled effects of the heat release by the pre-flame reactions on the end-gas temperatures and the subsequent influence of these temperatures on the rates of reaction in the end-gas region as combustion proceeds. Validation of the model is afforded by comparison of cylinder pressure predictions with those measured in a knocking engine. After modifying the Arrhenius parameter for the chain branching reaction in the chemical kinetic model the knock onset time was accurately predicted. In this context, the model was then employed to demonstrate the influence of the flame propagation rate on the knock onset time in a simulation of cyclically varying knock.

INTRODUCTION

Awareness of the finite limit to the oil reserves which provide a large proportion of our fuel for heating and motive purposes has led to continued investigation into ways of most economically utilising the resources available. Spark ignition internal combustion engines provide the power for the majority of passenger cars and small motorised utilities. The primary obstacle limiting significant improvement in the efficiency of such engines is the restriction imposed on the compression ratio by 'knock'. Engine 'knock' manifests itself as an audible sound resonating from the crank case. It is undesirable as it is a source of annoyance, and extreme cases may lead to permanent engine damage. Since lead additives in fuel have been eliminated or reduced in response to their detrimental environmental impact, much work has gone into improving our understanding of the chemical and physical phenomena responsible for knock in order to enable the development of economic, higher octane fuels without the use of tetraethyl-lead.

Affleck and Fish [1] simulated autoignition and rapid flame propagation in a rapid compression machine and observed that as with knocking cycles in spark ignition engines, pressure diagrams from the autoignited cases exhibited a sudden pressure rise after a 'cool down' phase. Due to the similarity between the characteristics of pressure diagrams measured during knocking engine operation and autoignition in rapid compression machines, they concluded that knock in engines was caused by the spontaneous autoignition of the end-gas. Cutler and Girgis [2] observed this to be the case also in a pancake shaped combustion chamber using high speed photography but hypothesised that results obtained in a 'compact' combustion chamber could be due to rapid entrainment of the end-gas by extreme acceleration of the flame. As measurement techniques have become more sophisticated and an increasing amount of data is made available, a more detailed picture of the events leading up to engine knock has evolved. Stiebel et al [3] captured flame images at the time of the rapid pressure rise associated with knock using very sensitive intensified CCD cameras. They were able to clearly identify the phenomenon of the apparent rapid flame propagation noted by Cutler and Girgis [2] as the misinterpretation of less informative Schlieren and natural light images. In actuality, the propagating flame was quickly merging with the autoigniting end-gas giving the impression of a rapidly accelerating flame. Griffiths and Nimmo [4] concluded that the pressure oscillations associated with
Knocks are driven by the extremely rapid rate of energy release in the end-gas due to combustion propagating from autoignition centres. König and Sheppard [5] noted similar phenomena when they simultaneously recorded Schlieren images of the cylinder gas and the cylinder pressure. Their observations showed that knock was always preceded by autoignition but the occurrence of autoignition did not necessarily result in knock. In a companion paper, König et al. [6] experimentally reproduced the three modes of autoignition identified by Zeldovich [7] and concluded that autoignition was most likely to be initiated at exothermic centres (ETCs) in the end-gas. Such conclusions were also reached by Griffiths and Nimmo [4] and Steibels et al. [3]. König et al.'s [6] studies also indicated that the combustion initiated at such centres is most likely to proceed in deflagrative or developing detonation modes depending on the thermal state of the end-gas. Steibels et al. [3] were able to estimate the speed of the flames propagating from the ETCs and confirmed this. After some validation against observed pressures and flame images, Pan and Sheppard [8] used the LUMAD code (for the two-dimensional simulation of knock) [6],[8] to study the events leading up to knock and the modes of combustion after autoignition. Notably, they investigated the interaction of multiple ETCs in cases where the pressure rise due to flame propagation from one ETC modified the thermal state at other ETCs increasing the likelihood of the developing detonation mode of autoignition which König et al. [6] identified as the most destructive due to the large pressure oscillations induced by the supersonic gas velocities.

König and Sheppard [5] also noted that the knock intensity correlated well with the time of knock onset. A further comparison of computed end gas temperatures at the time of knock onset correlated strongly with the measured knock intensity. Gabano et al. [9] observed considerable differences in the pressure development in a simulation of knock in a constant volume combustion bomb when different initial gas temperatures were used. They concluded that this was predominantly due to the influence of the gas temperature on the progress of the ‘cool flame’ reactions. Their results also showed a close correlation between knock intensity and the gas temperature. Lucht et al. [10] have used Coherent Anti-Stokes Raman Scattering (CARS) to measure the unburned gas temperatures in knocking and non-knocking cycles. Their results showed little difference in the unburned gas temperatures for knocking and non-knocking cycles and they proposed that the cylinder pressure must be the controlling factor. However, in a companion paper, Ferguson [11] noted that if the autoignition chemistry was highly temperature dependent, temperature differences too small to be resolved by their measurements could be responsible for initiating autoignition. This was shown to be the case by Hoffman et al. [12] who used 2D-LIF to investigate hot spots in the unburned gas and concluded that temperature increases as small as 20 to 30 K were sufficient to initiate autoignition. Nakada et al. [13] showed that residual gases could increase the unburned gas temperature by 55 K and for this reason proposed that their presence may promote knock. In their study of the cyclic variability of knock, Kalghatgi et al. [14] noted that knocking cycles had higher end-gas temperatures than non-knocking cycles although statistically reliable quantitative analysis was not possible due to the scatter in the results. These observations indicate that the likelihood of ETCs developing and promoting autoignition leading to knock are strongly dependent on the temperature history of the end-gas.

ETCs can be the result of inhomogeneities in the concentrations of the air, fuel and residuals that comprise the end-gas and especially the localised thermal state of such inhomogeneities. They form where conditions are most favorable for accelerating the ‘cool flame’ chemistry [12],[13],[15],[16]. The occurrence of these favourable conditions appears essentially random but is more likely to occur under certain engine operating conditions and at certain locations in the end-gas. As a result, knock events are often not repeatable i.e. for a given engine operating condition, knock is unlikely to occur in every cycle and those cycles which do knock seem to have unique characteristics. Chun et al [17] noted this cyclic variability in the onset of knock and concluded that knock occurred in the faster burning cycles. Bradley et al [18] investigated this in detail and found that there is severe cyclic dispersion in the characteristics of knocking cycles. They were able to simultaneously record cylinder pressure and the time of flame arrival at a point in the cylinder and concluded that the dispersion was a result of variability in the flame speeds giving rise to changes in the rate of compression of the end-gas which in turn affects its temperature history.

To summarise, the work detailed in the literature reviewed above indicates that the primary factor influencing the onset of knock is the thermal state of the end-gas. Autoignition is initiated at ETCs where inhomogeneities result in preferential conditions for the cool flame chemistry. The manner in which the combustion proceeds from these ETCs is dependent on the temperature gradient at such locations and can be in either developing detonation or deflagration modes, or a combination of both.

In this paper, an existing quasi-dimensional engine model [19],[20] has been modified [21],[22] by discretising the end-gas in order to enable more accurate representations of the temperature field to be obtained especially near to the combustion chamber surfaces. This has been coupled with a reduced chemical kinetic model for the pre-flame reactions of mixtures of air and iso-octane [23]. The combined model predicts the onset of autoignition and is used to investigate the effect of the flame propagation rate on the onset of autoignition. Prior to this however, we review existing chemical kinetic models of autoignition, their utilisation in modelling work and discuss improvements offered by this work. Validation of the engine cycle simulation is afforded by comparisons of predicted temperatures and pressures with appropriate measured values for knocking and non-knocking cycles. Finally, cyclic variability in the onset of knock is simulated and the correlation between flame speed and the onset of knock is investigated.
KNOCK PREDICTION

Several models for the prediction of engine knock are in existence. All have two essential components: viz. a chemical kinetic model and a means of evaluating the thermal state of the end-gas.

Chemical kinetic models for the combustion of the heavier hydrocarbons are very complex as hundreds of sub-reactions involving many tens of intermediate species that make up the combustion process have to be accounted for. These schemes have been developed over a period of time based on a fundamental understanding of the chemical mechanisms involved and are typically validated by comparison of computed ignition delays with those measured in rapid compression machines e.g. [24]. Kinetic modelling of combustion in engines however is further complicated by the complex fluid motion, thermal and compositional inhomogeneities and the large range of temperatures and pressures experienced by the end-gases.

It is necessary to use complex kinetic models when the focus of investigation is on the precise nature of the chemistry of the reactions involved. Leppard [25] used an existing, comprehensive chemical kinetic model to simulate autoignition and was able to predict the onset of knock well for the cases studied and identified the chemical mechanisms responsible. Moses et al. [26] developed a very complex kinetic model based on the work of Westbrook and coworkers [27],[28] and used it to predict parametric trends in the knocking behaviour of engines using fuels containing methanol as an anti-knock. They were able to identify the reactions responsible for inhibiting knock during combustion with the mixed fuel. Westbrook et al. [29] also used a complex kinetic model in a study of pro-knock and anti-knock fuel additives. In contrast to the complex models afforded by detailed modelling of the combustion chemistry, workers at Shell Research in Thornton [30],[31],[32] developed a quasi-chemical knock model involving a small number of generic reactions. Their model was calibrated against engine data and was used to investigate trends in the effects of engine operating parameters on the onset of knock. This type of model is limited in that it does not represent the detailed chemistry of the combustion process and requires calibration against engine data. It has the advantage however that it can, once calibrated, predict some of the essential features of the pre-flame reactions (such as the approximate heat release rate). Griffiths et al. [33] recently validated such a model for predicting autoignition with a CFD simulation of the gas in a rapid compression machine. Bradley et al. [18] have also applied this model to evaluations of the onset of autoignition in an engine with reasonable success.

In an effort to overcome the limited range of applicability of the quasi-chemical type models and the high computational burden associated with the solution of detailed chemical kinetic mechanisms, simplified, or 'reduced' chemical kinetic models have been developed. These models account for the important, rate-limiting reactions by 'humping' similar reactions from the detailed mechanism into groups. Hu and Keck [34] developed such a model for the autoignition of mixtures of air, fuel and diluents and validated it against data from combustion bomb experiments. Chun et al. [17] used Hu and Keck's model [34] to predict knock occurrence in a spark ignition engine. Their simulated ignition times showed good agreement with measured ones except when knock occurred late in the cycle. They attributed this to errors in the calculation of the end-gas temperature at these times due to the presence of thermal boundary layers. Brusovskiy et al. [35] used a more sophisticated method for the calculation of the end-gas temperature and were able to use the reduced model [17],[34] to predict certain parametric trends in the onset of knock with greater accuracy. Nakano et al. [36] employed a reduced kinetic model very similar to Hu and Keck's [34] to investigate the knock limited torque limit of engines. These works collectively show that reduced models are able to predict the onset of knock for single component fuels [17],[34],[35],[36] and, when calibrated, research grade gasoline and mixtures of primary reference fuels [36]. They also enable investigations to be made into the mechanisms of the combustion reactions since they compute the concentrations of certain key species involved in the rate controlling reactions [35].

A kinetic model for the prediction of knock within the framework of a quasi-dimensional engine model is required. Cowart et al. [37] have compared the performance of Hu and Keck's reduced kinetic model [34] with an existing comprehensive kinetic model. They concluded that, once calibrated, the reduced model was capable of predicting the onset of knock with reasonable accuracy. The comprehensive model achieved the same result with no need for calibration but was computationally considerably more demanding. In view of this, Li et al.'s [23] development of the model due to Hu and Keck [17] is used in this study. They tuned the model to improve on the prediction of the heat release rate and CO emissions [38] using experimental data for the autoignition of n-heptane, iso-octane and 87 PRF in a 'motored' engine [39]. For the purposes of this work, a reduced scheme is more than adequate as we are not primarily interested in the precise details pertaining to the complex combustion chemistry. Rather, the focus of attention is on the heat release rate due to the pre-flame reactions and the onset of knock.

The kinetics of the combustion of hydrocarbon and air mixtures have been shown to be highly temperature dependent. The problem is further complicated by the fact that the reactions are exothermic and the heat released can significantly affect the temperature of the end-gas [11],[14],[36],[40]. As a result, the thermal state of the end-gas is closely coupled with the rate of the pre-flame reactions. When predicting knock, it is essential that the end-gas temperature is accurately evaluated. In the majority of cases, this has been achieved by computations from measured cylinder pressure data using techniques similar to those due to Chun and Heywood [41]. Additional accuracy is afforded by dividing the chamber into two zones, one comprising the burned gas and one comprising the burned gas [11],[24],[25],[26],[34],[36],[37] with the unburned gas being
assumed to be at a uniform temperature. This type of analysis is limited since it neglects the temperature variations that are known to exist in this charge and especially the thermal boundary layers adjacent to the cylinder walls [42]. When the end-gas region is large, computations based on a uniform temperature in the end-gas will result in an under-prediction of peak temperatures since heat transfer is accounted for in a global manner whereas, in reality, heat will be lost primarily from the gas near to the cylinder walls leaving an almost adiabatic core. When the end-gas is almost totally consumed, only the near-wall boundary layer regions remain and the temperature is likely to be over-predicted [17]. Ferguson et al [11] improved on this by developing algebraic expressions for computing the end-gas core temperature from cylinder pressure data accounting for the temperature gradients in the thermal boundary layer whilst Brusovansky et al [35] considered the centres of turbulent eddies as small adiabatic ‘pockets’ and were able to improve on predictions of knock onset with Hu and Keck’s model [34].

As well as those models which essentially analyse measured data, knock models exist where the state of the cylinder gas is computed without prior knowledge of the pressure. Griffiths et al [33] predicted the pressure and end-gas temperatures for rapid compression with the computational fluid dynamics (CFD) code KIVA. Their predicted pressures agreed well with measured ones but their temperature predictions were not validated. Also, the fluid motion and the gas state in a rapid compression machine are considerably less complex than in the cylinders of IC engines. Moses et al [26] predicted knock in an SI engine with a model which simultaneously computed the cylinder pressure. They validated the predicted pressures by comparing them with pressure crank angle diagrams recorded during non-knocking operation of a spark ignition engine and reasonable agreement was achieved over the combustion period. The engine model was semi-predictive as calibration based on empirical observation was required to establish the effect of turbulence on the flame speed. Such models have the advantage that they can be used to simulate parametric trends in the knock characteristics of engines without having to make pressure measurements.

ENGINE CYCLE MODELLING

An existing quasi-dimensional model [19,20] has been modified in order to account for the temperature gradients in both the burnt and unburnt gas thermal boundary layers near to the cylinder walls. Details of the program operation and solution techniques have been published elsewhere [22]. Only the essentials are outlined here. The near-wall temperature gradients are accounted for by dividing the unburned gas into zones adjacent to the cylinder head, piston crown and the cylinder liner respectively. These surround a homogeneous, essentially adiabatic core region. Each of the near-wall zones is divided into a number of smaller masses (usually between 6 and 25) which are assumed to remain ‘stacked’ in layers adjacent to their respective surfaces [21] (Fig. 1a). The flame is assumed to propagate spherically from a kernel initiated at the centre of the spark plug electrode gap. As the flame proceeds through the unburned gas, ‘segments’ of burned gases are produced (Fig. 1b). Mass elements, each with unique properties, are maintained adjacent to the cylinder walls in both the new burned gas segments and also the remaining unburned gas segments enabling the boundary layer behaviour at all locations to be modelled in the burned and unburned charge. In this way, multiple elements are produced in both the burnt and unburnt charge, each with its own unique temperature. Validation of the ensuing thermal boundary layers has been achieved by comparison with measurements made by Lucht et al [42].

Fig. 1 Typical layout of mass elements before ignition for an arbitrary point during the combustion process.
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Fig. 2 Predicted and measured [42] near-wall temperatures in a motored engine at TDC.
(Symbols show measured data)

Fig. 2 and Fig. 3 are examples of this in the unburnt and burnt charge respectively. Further details of this validation can be found in references [21],[22].

The engine cycle model is fundamentally of the thermodynamic type so that spatially dependent phenomena such as the convection of enthalpy cannot be accounted for. In order to resolve the heat transfer between adjacent mass elements, a one-dimensional, control volume mesh for the solution of a discretised form of the conservation of energy equation is superimposed on the system of masses (Fig. 4). Up to 25 nodes can be accommodated in each thermal boundary layer region but adequate resolution was found to be achieved with 10 nodes at these locations. New temperature profiles coinciding with the end of each calculation step are found using an explicit solution technique. The equation

\[ q_i = -[C_v(T_p - T_{p0})]c_v T_p - (P_p - P_0) c_v T_p - S_i \Delta T_{c_v} \]  

(1)

is used to compute the specific energy change, \(q\), in mass element \(i\) due to heat transfer arising from the new temperatures obtained with the boundary layer model. Local gas wall interface heat fluxes are found using a discretised form of Fourier's Law

\[ q'' = -\frac{\Delta T_{W,I}}{\delta_{W,I}} \]  

(2)

Comprehensive details of the techniques used can be found elsewhere [21]. The laminar burning velocity of iso-octane is computed using the method developed by James [43].

Firstly, the laminar burning velocity at atmospheric pressure, \(u_{l1}\), is calculated as a function of the equivalence ratio, \(\phi\), from a curve fit to Heimel and Weist's experimental data [44] measured at 1 atm and 599 K. Corrections for evaluations at other unburned gas temperatures are made using a modified form of Lancaster et al's [45] extrapolation formula

\[ \left( \frac{u_{l1}}{u_{l2}} \right) = \left( \frac{T_{u1}}{T_{u2}} \right)^{\frac{1}{2}} \exp \left[ \frac{F}{2R} \left( \frac{1}{T_{u1}} - \frac{1}{T_{u2}} \right) \right] \]  

(3)

where \( T_{u1} = T_u + 0.76(T_p - T_u) \). The effects of diluents are accounted for with an expression due to Metaghachi and

![Fig. 4. Superposition of one-dimensional finite volume mesh and system of discreet masses.](image)
Finally, \( u_i \) is corrected for pressure differences with the formula
\[
u_i = u_i \left( \frac{P_i}{P_0} \right)^n
\]

where
\[
n = n(\phi) = -0.21 + 0.00047_n^2
\]
and
\[
n(\phi) = -1.13 + 2.28\phi - 1.16\phi^2 \quad \text{for weak mixtures}
\]
\[
n(\phi) = -0.76 + 1.1\phi - 0.52\phi^2 \quad \text{for rich mixtures}
\]

A fractal flame model (FFM) is used to compute the turbulent burning velocity. Fractal analysis is a mathematical technique which can be used to quantify the perturbation of the flame sheet by the in-cylinder turbulence [47]. A power law expression computes the turbulent burning velocity, \( u_t \), from the laminar burning velocity, \( u_l \), and the inner and outer cut-offs for the flame wrinkling scales. These are given in terms of maximum and minimum lengths, \( l_{max} \) and \( l_{min} \), resulting in the expression
\[
u_t = u_l \left( \frac{l_{max}}{l_{min}} \right)^{D_3 - 2}
\]

Fractal dimensions, \( D_3 \), have been measured as 2.37±0.3 for turbulent flows [48],[49],[50],[51]. Considering this, Chun et al’s [52] heuristic expression
\[
D_3 = 2 \left( \frac{u_{\phi}}{u_l + u_{\phi}} \right) + 2.37 \left( \frac{u'^2}{u'^2 + u_{\phi}} \right)
\]
is used. The inner cut-off, \( l_{min} \), has been observed to be 1.3 to 5.8 times the Kolmogorov length scale, \( \epsilon_k \). In this work a value of 3.0 \( \epsilon_k \) has proved to be satisfactory. The outer cut-off, \( l_{max} \), has been observed to be several times larger than the integral length scale. In the early stages of flame propagation, \( l_{max} \) is limited by the flame size until it becomes constrained by the combustion chamber geometry. The piece-wise expression,
\[
l_{max} = r_j \quad 0 < r_j < H
\]
\[
l_{max} = H \quad H < r_j
\]
is used here where \( r_j \) is the flame radius and \( H \) is the instantaneous clearance height. When the flame is small, it is only going to experience the effects of the turbulent fluctuations with length scales smaller than its dimensions. Wu et al [54] used energy cascade arguments to develop the expression
\[
u = \frac{u_j^2}{\epsilon_j} = \frac{u_{eff}^5}{r_j}
\]

which was rearranged to give
\[
u_{eff} = \left( \frac{r_j}{c} \right)^{\frac{5}{2}} \quad 0 < r_j < c
\]

for the calculation of the effective turbulence intensity experienced by the flame when it is small. Many empirical studies have shown that the in-cylinder turbulence becomes almost isotropic and homogeneous as the compression stroke proceeds in both tumbling [55],[56],[57] and swirling [58],[59],[60],[61] flows. In such flows, the turbulence kinetic energy, \( k \), can be used to quantify the characteristic velocity of the turbulence. A bulk averaged \( k-n \) turbulence model has been developed in order to account for the general features of in-cylinder turbulence characteristics. Such models have been used many times elsewhere [62],[63],[64],[65]. If the in-cylinder turbulence is assumed to be homogeneous, all spatial derivatives become zero in the conservation equations for \( k \) and \( n \), so that the following equations apply:
\[
\frac{d(\rho k)}{dt} = G_{\phi k} - \nu \frac{\partial}{\partial x}\left( \frac{\partial k}{\partial x} \right)
\]
\[
\frac{d(\rho n)}{dt} = C_{\nu k} \frac{k}{\nu} \frac{\partial}{\partial x}\left( \frac{\partial n}{\partial x} \right) - \frac{C_{\nu n} k^2}{k}
\]

The production term for the turbulence kinetic energy, \( G_{\phi k} \) has been rearranged in order to separate the terms that account for turbulence generation due to flow dilation from the terms accounting for turbulence generation in regions of fluid shear to give
\[
G_{\phi k} = \frac{2}{3} \frac{d\rho}{dt} + \nabla \cdot \left( \frac{\partial \rho}{\partial x} \right)
\]

The dilution term is easily computed as it involves the time derivative of density, a scalar property of the gas. However evaluation of the term for the turbulence generation as a result of flow shear necessitates a knowledge of the mean velocity gradients. Several studies have shown that the mean velocity field approaches solid body rotation in swirling flows [66],[67]. Therefore, it can be assumed that very little turbulence is generated in the bulk gasses of such flows. However, high velocity gradients exist in the momentum boundary layers adjacent to the cylinder walls [68],[69]. Turbulence generation in these regions is accounted for with a simple boundary layer model. The model assumes a linear velocity profile across a momentum boundary layer with a thickness typical of those found from measurements [68],[70]. The Reynolds stresses near to the cylinder walls are assumed to be equal to the wall shear stress which is computed using skin friction theory [71] and a knowledge of the tangential velocity of the solid rotating body.

The turbulence intensity is computed from \( k \) according to the expression
\[ \nu' = \sqrt{\frac{\mu'}{k}} \]  

(13)

arising from the definition of the turbulence kinetic energy. This turbulence intensity provides the input for the FFM. The expression

\[ \mu' = C_{\mu} \rho \kappa^{3/2} \]  

(14)

is used to compute the eddy viscosity, \( \mu' \), from the conserved turbulence properties. Following this, the ratio of the turbulent eddy conductivity to the fluid thermal conductivity can be calculated according to:

\[ \frac{\lambda_t}{\lambda} = \frac{\mu'}{Pr} \frac{Pr}{\mu} \]  

(15)

where \( Pr = 1.0 \) and \( Pr = 0.7 \).

Comprehensive validation of the model in terms of pressure-crankangle diagrams and predicted gas temperatures and gas-wall interface heat fluxes has been published elsewhere [22]. Fig. 5 shows a typical comparison between simulated pressures and those measured in the Sandia optical access research engine [72]. Table 1 summarises the operating conditions, engine specification and the associated empirical input for the engine cycle simulation. The simulated and measured results show good agreement. Fig. 6 compares predicted and measured turbulence intensities under motored conditions corresponding to the operating conditions in Table 1. Differences between the predicted and measured turbulence intensities are apparent. It is thought that this is due to the unusual flow field in the Sandia engine. The

**Table 1:** Sandia optical access research engine specification, operating conditions and empirical input for simulations.

<table>
<thead>
<tr>
<th>Engine specifications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of cylinders</td>
<td>1</td>
</tr>
<tr>
<td>Bore (cm)</td>
<td>7.62</td>
</tr>
<tr>
<td>Stroke (cm)</td>
<td>8.255</td>
</tr>
<tr>
<td>Con. rod length (cm)</td>
<td>20.3</td>
</tr>
<tr>
<td>Crevice volume (cc)</td>
<td>3.0</td>
</tr>
<tr>
<td>Compression ratio</td>
<td>5.4</td>
</tr>
<tr>
<td>Combustion chamber shape</td>
<td>Pancake</td>
</tr>
<tr>
<td>Spark plug position</td>
<td>Central</td>
</tr>
<tr>
<td>IVC (CAD)</td>
<td>240.0</td>
</tr>
</tbody>
</table>

**Operating conditions:**

| Speed (rpm.) | 1200 |
| Equivalence ratio | 1.0 |
| Throttle      | Wide open |

**Empirical input:**

- Residual mass fraction\(^*\) 0.01
- Turbulence generation (Swirl ratio) 4.75
- Wall temperature (K)\(^*\) 430K
- Temperature at IVC (K) 340
- Pressure at IVC (bars) 1.275

\(^*\) Skip fired engine
\(^*\) Estimated based on the values employed by Wu et al [34] when simulating this engine and measured by Lucht et al [42] in the engine with a modified cylinder head.

**Fig. 6** Measured [42] and predicted turbulence intensities (Symbols show measured data).
\[ \mu' = \sqrt{\frac{k}{\frac{2}{3}}} \]

arising from the definition of the turbulence kinetic energy. This turbulence intensity provides the input for the FFM. The expression

\[ \mu_i = C_{\mu} \rho k^{\frac{3}{2}} \]

is used to compute the eddy viscosity, \( \mu_i \), from the conserved turbulence properties. Following this, the ratio of the turbulent eddy conductivity to the fluid thermal conductivity can be calculated according to:

\[ \frac{\kappa_i}{\lambda} = \frac{\mu_i}{\Pr} \frac{Pr}{\mu} \]

where \( Pr = 1.0 \) and \( Pr = 0.7 \).

Comprehensive validation of the model in terms of pressure-crankangle diagrams and predicted gas temperatures and gas-wall interface heat fluxes has been published elsewhere [22]. Fig. 5 shows a typical comparison between simulated pressures and those measured in the Sandia optical access research engine [72]. Table 1 summarises the operating conditions, engine specification and the associated empirical input for the engine cycle simulation. The simulated and measured results show good agreement. Fig. 6 compares predicted and measured turbulence intensities under motored conditions corresponding to the operating conditions in Table 1. Differences between the predicted and measured turbulence intensities are apparent. It is thought that this is due to the unusual flow field in the Sandia engine. The engine has very small valves mounted in the cylinder wall which induce high amounts of turbulence with a slight tumbling motion and very little swirl [72] during the induction process. The terms for the production of turbulence in regions of high shear in Eq (12) are only applicable to flows exhibiting solid body rotation. However, the general characteristics of the turbulence are reproduced even though there is divergence in terms of absolute
magnitudes. The trend of increasing turbulence during the compression stroke and subsequent decay after 340 crankangle degrees (CAD) is reproduced and the maximum error is 17% which is acceptable here in view of the fact that the measured turbulence intensities are ensemble averages. No data for the gas-wall interface heat flux was available for this engine but heat fluxes are of the order of 0.3 MW/m² towards the end of compression which is comparable to the maximum values measured in a motored engine with a pancake shaped combustion chamber at 1200 rpm by Dao [73]. Local heat fluxes in the burned gas peak at values between 1.1 and 1.4 MW/m² which are also comparable with typical values measured in a fired engine by Alkidas [74]. In conclusion, the examples shown substantiate the model’s ability to predict the gas state during compression, combustion and expansion with reasonable accuracy.

**COUPLING THE KINETIC MODEL AND THE ENGINE CYCLE SIMULATION**

As discussed in the preceding sections, studies have comprehensively shown that the rates of the pre-flame reactions are highly temperature dependent. Energy is released into the end-gas raising its temperature. This in turn increases the rate of the low temperature chemistry with consequent knock-on effects on the rate of heat release. It is apparent that the progress of the pre-flame reactions and the thermal state of the end-gas are closely coupled and it is essential therefore that this is reflected in any knock predicting engine simulation. Existing models have achieved this by integrating the conservation of energy equation simultaneously with the equations for the rate of change of the reactive species in the chemical kinetic model (e.g. [17],[23],[26],[34],[35]). A different approach is necessitated here because the engine simulation does not employ integral methods. The compression, combustion and expansion processes are assumed to be quasi-steady and the equations for the overall system mass and energy along with equations for the entropy of the respective mass elements are iteratively solved to yield the cylinder pressure and mass element temperatures and composition for an instant in time. Details of this approach have been itemised elsewhere [19]. However, progress of the pre-flame reactions cannot be established in this way. Knock modelling poses an initial value problem which can only be solved by integration of the ordinary differential equations (ODEs) for the dependent variables from a set of initial conditions. Therefore, the only method available for the solution of such mathematical systems is the simultaneous integration of the ODEs for the rate of change of concentration of the participating species using computer routines specifically for the purpose. An additional equation has been added to account for the enthalpy released by the pre-flame reactions viz.:

\[
\frac{d\hat{h}_i^m}{dt} = \frac{\hat{h}_i^m}{\rho_i} + \dot{q}_i + \dot{w}_i
\]

(16)

where \(\hat{h}_i^m\) is the specific enthalpy of element \(i\). The volumetric heat release rate for element \(i\), \(\dot{h}_i^m\), is calculated from

\[
\dot{h}_i^m = \sum_{j=1}^{n} \dot{\hat{h}}_j^m (R_j^+ - R_j^-) \quad j = 1, n
\]

(17)

where \(n\) is the number of reactions and \(R_j^+\) and \(R_j^-\) are the forward and backward rates of the \(j\)th reaction given by

\[
R_j^\pm = k_j = k_j^\pm \prod_{k=1}^{m} [N_k]^\pm
\]

(18)

where \(m\) is the number of reactive species. For a small time interval, \(\Delta t\), the average rate of heat transfer per unit mass for element \(i\), \(\dot{q}_i\), can be calculated according to

\[
\dot{q}_i = \frac{\dot{q}_i}{\Delta t}
\]

(19)

where \(\dot{q}_i\) is the total heat transfer per unit mass for element \(i\) over the time interval \(\Delta t\). The average rate of work per unit mass for element \(i\), \(\dot{w}_i\), for a small time step, \(\Delta t\), is computed using the equation

\[
\dot{w}_i = \frac{(P_i - P_{i-1})}{\Delta t} \cdot \rho_i
\]

(20)

where \(\rho_i\) is the average density of element \(i\) during the period \(\Delta t\). The ODEs for the rate of change of concentration of the reactive species are formed for each element \(i\) in the manner given by Leppard [25]:

\[
\frac{d[N_k]}{dt} = R_k + [\dot{N}_k](P,T)
\]

(21)

\(R_k\) is the rate of change of species \(k\) in element \(i\) due to chemical reaction and the rate of change of the concentration of species \(k\) in element \(i\) due to temperature and pressure changes, \([\dot{N}_k](P,T)\), is given by:

\[
[\dot{N}_k](P,T) = -[N_k] \left[ \frac{1}{T_i} \frac{dT_i}{dt} + \frac{1}{P_i} \frac{dP}{dt} + \frac{1}{[N_i]} \frac{d[N_i]}{dt} \right]
\]

(22)

EQ (22) is integrated over a finite time, \(\Delta t\), and then divided by \(\Delta t\) to yield

\[
\frac{\bar{N}_k}{\Delta t} = -[N_k] \left[ \frac{1}{T_i} \frac{(T_i - T_{i=0})}{\Delta t} + \frac{1}{P_i} \frac{(P_i - P_{i=0})}{\Delta t} + \frac{1}{[N_i]} \frac{([N_i]_0 - [N_i])}{\Delta t} \right]
\]

(23)
concentrations of the air and fuel are based on the operating conditions (e.g., the mass fraction of residuals, fuel type and air/fuel ratio). Additionally, the initial molar concentration of OH* is computed from the values given by the chemical equilibrium subroutines for the calculation of the residual gas composition in the main program. Following this, the subroutine knockit (Fig. 8) is called. Knockit integrates the ODEs for the rate of change of species and enthalpy over a time interval equal to the calculation step. Work and heat transfer are computed using EQ (20) and EQ (19) respectively from the temperatures and pressure at state one in the preceding calculation step and the current state one temperatures and pressure (Fig. 8). The new species concentrations and temperatures and pressure at state 2 (taking into account the heat released by the pre-flame reactions) are then yielded. The newly computed temperatures and pressure are returned to the main program where they form the initial conditions in the solution of the thermodynamic model over the next calculation step. It is assumed that once the gas has attained the minimum 600 K

Fig. 7 Flow chart showing the integration of the thermodynamic solution and the kinetic model.

\( \bar{T}_i \) is the average temperature of element \( i \) and \( \bar{P} \) is the average pressure during the interval \( \Delta t \). The average total molar concentration for each element over the time interval \( \Delta t \), \( [N_T] \), is obtained from the ideal gas law according to:

\[
[N_T] = \frac{\bar{P}}{RT_i}
\]

and the total molar concentrations at state 1 and state 1(old) in the computational procedure are found in a similar manner. This method has been found to accurately account for the change in species concentration due to changes in the mixture density as a result of changes in the gas temperature and pressure as well as the chemical reactions.

Fig. 7 shows a schematic of the interaction between the chemical kinetic model (contained in subroutine ‘knockit’) and the overall engine simulation. During the compression or combustion processes, once the unburned gas exceeds a minimum temperature below which the pre-flame reactions are assumed to occur so slowly that they are effectively ‘frozen’ (600 K), initial conditions for the molar

Fig. 8 Flow chart of the key steps in knockit.
temperature, compression by the ascending piston or the propagating flame front and heat released by the pre-flame reactions will invariably result in a continuing increase in the unburned gas temperatures during the delay period. As a result, knockit is called for all successive calculation intervals once the critical temperature has been attained. The values for the concentrations of the reactive species computed during the previous invocation of the subroutine knockit are used as the initial conditions for the next time step.

Validation of the combined model is afforded by reproducing the results presented by Li et al [23] who used the knock model to simulate the first stage ignition of mixtures of iso-octane, air and residuals in a non-fired engine. The engine was motored at 1200 rpm and had a compression ratio of 8.2. Gas samples were collected using rapid sampling valves [39]. The engine was a modified version [75] of the Sandia optical access research engine detailed in Table 1 for which, with a different cylinder head arrangement but the same valve set, the thermal boundary layer predictions obtained with the thermodynamic model have been validated (Fig. 2 and Fig. 3). On this basis the thermodynamic model is capable of reproducing the temperature field for the operational build employed by Li et al [39]. A wall temperature of 400 K was used. This has been estimated from the near wall temperature profiles due to Lucht et al [42] measured in the Sandia optical access engine during motored operation. Under these conditions, only the gas in the essentially adiabatic core (Fig. 1) showed significant reactivity. The near-wall mass elements did not attain sufficiently high temperatures to initiate the first stage of ignition. The cumulative fuel consumption (or % fuel reacted) for a mixture of iso-octane and air with a residual mass fraction of 13% and an inlet air temperature of 376K was computed to compare with measurements presented by Li et al in [39] under the same conditions. Results from this exercise are shown in Fig. 9. Good agreement is afforded. Fig. 10 compares predicted core gas temperatures for the simulation corresponding to the fuel consumption data in Fig. 9 with predicted results for the same conditions in which the heat release due to the low temperature chemistry has been ignored. The inclusion of the effects of the pre-flame reactions caused a predicted temperature rise in the core region of approximately 18K agreeing with Li et al [23]. The gas temperature in Fig. 10 for the case where the low temperature chemistry has been incorporated does not exhibit the rapid rise commonly associated with autoignition because only first stage ignition occurred for the mixture of iso-octane and air under the conditions tested.

It can be concluded from the results in Fig. 9 that the new coupled kinetic and thermodynamic engine cycle model can be employed to predict the rate of pre-flame reactions during the first stage of ignition with reasonable accuracy since the fuel reacted was measured under the same conditions and is accurately reproduced. The results in Fig. 10 indicate that the combined model is also able to account for the energy released by the pre-flame reactions in the overall thermodynamic analysis of the system affording validation to the techniques employed.

**PREDICTING THE ONSET OF KNOCK IN A FIRED ENGINE**

A thermodynamic analysis of engine cycles using the type of computer model developed here can only be achieved if the system is assumed to be quasi-steady or, in other words, if the gas pressure is taken to be uniform throughout the entire cylinder. Simultaneous measurements of the cylinder

![Graph showing fuel reacted vs. crankangle degrees](image)

**Fig. 9** Measured [39] and predicted cumulative fuel reacted in a motored engine.

![Graph showing core gas temperatures vs. crankangle degrees](image)

**Fig. 10** Predicted core gas temperatures with and without pre-flame reactions.
Fig. 11 Predicted end-gas temperature and volumetric heat release rate showing the point of autoignition.

pressure have been made with multiple pressure transducers by Witze and Green [76] during knocking operation of the Sandia optical access research engine. Considerable differences in the instantaneous values of the measured pressures and the nature of the acoustic oscillations were noted at different points in the combustion chamber. This conclusively demonstrates that the cylinder pressure is not uniform after the onset of knock and our thermodynamic model cannot thus be employed after this point. Kalghatgi et al [77] used a heat release analysis similar to Chun and Heywood's [41] to compute the overall heat release rate from pressure-crankangle diagrams obtained from a knocking engine. They noted that knock occurred very close to the instant of maximum heat release rate. This trend was also monitored by Bradley et al [78] who developed a more comprehensive three zone model employing a one-step Arrhenius function that was first order with respect to the fuel concentration to account for the heat release rate (HRR) by the pre-flame reactions. The onset of autoignition was defined in both studies ([77],[78]) as the instant when the volumetric heat release rate profile showed a rapid increase (as is shown in the illustrative example in Fig. 11). Results presented by Bradley [78] showed that the volumetric HRR rapidly increased after an initial period where the rate of increase was small. Once this point was attained, the maximum value corresponding to the onset of knock was attained 2 or 3 CAD later (Fig. 11). From this, it can be concluded that the quasi-steady assumption remains applicable at the onset of autoignition and during the early stages of the rapid heat release phase. Therefore, a thermodynamic analysis of the end-gas coupled with a kinetic model for the low temperature ignition chemistry in this region can be applied during the early stages of the autoignition/knock process. In this respect, a computer model of the type developed here is able to provide useful information regarding the knock onset time (KOT) and the HRR during the early stages of autoignition.

Theoretical studies [8],[78] have demonstrated that knock is the result of interactions between one or more ETCs in the end-gas and the acoustic waves set up by local overpressures due to high volumetric heat release rates in these regions [78]. Therefore, an exact determination of the precise point in the cycle where knock first manifests itself is extremely difficult. Kalghatgi et al [14] have noted that the sequence of events leading up to the points of maximum knock intensity in cycles with different knock onset pressures show different characteristics. In their studies, they have overcome any ambiguities in the definition of the KOT by filtering the measured pressure histories and ignoring oscillations with amplitudes below 0.2 bar. The KOT is then defined as the point where the first oscillation exceeds this value. Other researchers [17],[35],[37] have analysed the rate of change of pressure in order to define the KOT. For example, Chun et al [17] defined the KOT as the instant when $P/P_0$ exceeded 0.2 ms while Brusovskakv et al [35] defined the KOT as the point in the cycle where $P/\rho\cdot\dot{\theta}$ exceeded 2.8 atm/degCA.

Defining the KOT when simulating the events leading to knock poses similar problems. Cowart et al [37] defined the KOT as the instant where the predicted rate of temperature rise of the end-gas exceeded $6\times10^6$ K/s. Nakano et al [36] investigated the use of such a criterion and found that none of their predicted end-gas temperatures experienced such a large rate of change. As an alternative, they defined the knock onset time as the instant when the unburned gas temperature exceeded 1200K. Chun et al [17] and Brusovskakv et al [35] used a more sophisticated approach in which $T$ was normalised by the unburned gas temperature and compared to the reciprocal of the sound transit time across the cylinder. Alternatively, Moses et al [26] defined the KOT as the instant when 10% of the end-gas was reacted.

Methods defining the KOT in terms of the mass fraction of fuel consumed by the pre-flame reactions can produce reasonable results because, when knock is modelled as the spontaneous autoignition of the end-gas, the point where 10% of the fuel is consumed often coincides with the onset of the second stage ignition. This is demonstrated in Fig. 9 where it is clear that the first stage ignition process has consumed approximately 10% of the fuel. Fig. 11 shows typical predicted end-gas temperatures and the corresponding heat release rate for the adiabatic core region. The results show that the rates of increase in the volumetric HRR and the end-gas temperature are extremely rapid after 378 CAD. Therefore, methods defining the KOT as the instant where the end-gas attains a specified temperature are going to be reasonably accurate because the rates of change at these times are extremely large. Any error in the choice of temperature will result in small errors provided that the value specified corresponds to end-gas temperatures typical of the rapid heat release phase.
Table 2: Ricardo E6 optical access research engine specification, operating conditions and empirical input for simulations.

**Engine specifications:**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of cylinders</td>
<td>1</td>
</tr>
<tr>
<td>Bore (cm)</td>
<td>7.62</td>
</tr>
<tr>
<td>Stroke (cm)</td>
<td>11.1</td>
</tr>
<tr>
<td>Con. rod length (cm)</td>
<td>24.13</td>
</tr>
<tr>
<td>Crevise volume (cc)</td>
<td>N/A</td>
</tr>
<tr>
<td>Compression ratio*</td>
<td>10.47</td>
</tr>
<tr>
<td>Combustion chamber shape</td>
<td>Pancake</td>
</tr>
<tr>
<td>Spark plug position</td>
<td>Offset</td>
</tr>
<tr>
<td>IVC (CAD)</td>
<td>215.0</td>
</tr>
</tbody>
</table>

**Operating conditions:**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed (rpm.)</td>
<td>1200</td>
</tr>
<tr>
<td>Equivalence ratio</td>
<td>0.88 (rich)</td>
</tr>
<tr>
<td>Throttle</td>
<td>Wide open</td>
</tr>
</tbody>
</table>

**Empirical input:**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residual mass fraction</td>
<td>0.06</td>
</tr>
<tr>
<td>Turbulence generation (Swirl ratio)</td>
<td>2.25</td>
</tr>
<tr>
<td>Wall temps. (K)**: head</td>
<td>470</td>
</tr>
<tr>
<td></td>
<td>liner 420</td>
</tr>
<tr>
<td></td>
<td>piston 500</td>
</tr>
<tr>
<td>Temperature at IVC (K)</td>
<td>352</td>
</tr>
<tr>
<td>Pressure at IVC (bars)</td>
<td>1.0</td>
</tr>
</tbody>
</table>

* Measured in calibration tests [14]

** Estimated times with those measured in a Ricardo E6 engine modified to allow for optical access. The data was provided by Shell Research in Thornton and the experimental apparatus and methods used have been published in detail elsewhere [14],[77]. Engine specifications, operating conditions and empirical input for the engine cycle simulations are summarised in Table 2. Fig. 12 compares a predicted

Bradley et al [78] and Kalghatgi et al [77] showed that the KOT (defined from filtered pressure crankangle diagrams) was closely related to the maximum volumetric HRR due to the interactions between the acoustic waves and multiple autoigniting ETCs. The rate of temperature rise in the end-gas is directly related to the volumetric HRR and methods employing such a criterion in the definition of KOT are effectively monitoring this. However, methods in which the absolute unburned gas temperature or the mass fraction of fuel reacted are used as criteria for defining the KOT are not accounting for the primary knock inducing phenomena and, as a result, could be erroneous when applied outside very controlled circumstances. Based on these observations, a critical value for the volumetric HRR has been selected in this work above which knock is assumed to occur. From Fig. 11, it can be seen that the volumetric HRR increases extremely rapidly after 379 CAD. Maximum volumetric HRRs in ETCs in the end-gas have been estimated as being between 50 and 400 GW/m³ for typical knocking cycles of higher octane parafinic fuels [78]. If the rate of increase in the volumetric HRR continues to rise, it is expected that these values will be attained in a few degrees. As a result a value of 20 GW/m³ has been selected as this falls in the region of rapidly increasing volumetric HRR for all the cases simulated in this study. It is felt that this method will give predicted knock onset times within 1 or 2 degrees of the actual event defined using Kalghatgi’s method for ascertaining the KOT from filtered pressure crankangle diagrams.

Validation of the knock model is effected by comparison of simulated pressure crankangle diagrams and knock onset times with those measured in a Ricardo E6 engine modified to allow for optical access. The data was provided by Shell Research in Thornton and the experimental apparatus and methods used have been published in detail elsewhere [14],[77]. Engine specifications, operating conditions and empirical input for the engine cycle simulations are summarised in Table 2. Fig. 12 compares a predicted

Fig. 12 Predicted and measured cylinder pressure for a knocking cycle showing KOT according to Kalghatgi’s criterion [14]. (Simulated results plotted with a heavy dashed line)

Fig. 13 Predicted and measured end gas temperatures. Measured values [14] shown with error bars.
pressure-crankangle diagram up to the onset of knock with a measured one for a cycle exhibiting heavy knock. Good agreement is achieved. Ascertaining the precise cylinder pressure at inlet valve closure (IVC) from the pressure crankangle diagrams is difficult as the primary data was collected using a piezo electric pressure transducer. Such equipment can only measure changes in pressure. Absolute pressures are computed by assuming that the cylinder pressure is equal to the inlet manifold pressure at bottom dead centre. The pressure measurements are then ‘shifted’ accordingly. Kalghatgi et al. [77] assigned a value of 1.013 bars at this point in the cycle. In order to arrive at a pressure at IVC for use as a model initial condition, several simulations of the compression stroke were performed in which the pressure at IVC was adjusted until good agreement was achieved with measurements at the time of ignition. The initial temperature was chosen so that the predicted end-gas temperatures agreed with CARS temperature measurements [14] made during the compression stroke. Comparison between the measurements and the simulated temperatures is given in Fig. 13. The combined model predicted the KOT as 386 CAD (Fig. 14, symbol \( \theta_k^\text{new} \)). Li et al. [23] were only able to validate the second stage ignition delay for n-heptane/air mixtures. In order to achieve good agreement for this case they had to lower the Arrhenius parameter in the chain branching reaction

\[
\text{H}_2\text{O} + M \rightarrow 2\text{OH}^* + M
\]

to 0.6 times the value used in refs. [17],[34],[35],[36],[37]. In the absence of validation as to the applicability of the value suggested by Li et al. [23] for the Arrhenius parameter for the above reaction in the case of the autoignition of iso-octane/air mixtures, the value of 17.1 used elsewhere ([17],[34],[35],[36],[37]) is employed here. Fig. 14 also shows the HRR profile predicted using the modified version of Li et al.'s model [23]. The prediction of the KOT is much improved and is in close agreement with the measured value (marked with the symbol \( \theta_k^\text{new} \) in Fig. 14).

**PREDICTING CYCLIC VARIATIONS IN THE KNOCK ONSET TIME**

As discussed in the introduction, it is generally accepted that the rates of pre-flame reactions are dependent on the temperature of the unburned gas [9]. The end-gas temperature is susceptible to cyclical variations as a result of differences in the rates of flame propagation, residuals etc. giving rise to the variations in the KOT noted in many previous studies [17],[18],[37]. In the current work, we have used the combined model to investigate the correlation between cyclic variations in the burn rate and the KOT.

Keck et al. [79] investigated the factors responsible for cyclic variations. They concluded that the early flame development showed considerable differences due to variations in many parameters such as the local turbulence field, mean flow, gas temperature and mixture composition. Additionally, they noted that the fast burning phase of combustion was not significantly affected by such localised phenomena due to averaging over the flame front area. This work was extended by Pischinger and Heywood [80] who attributed 80% of the variability in combustion to variations in the formation of the flame kernel. They concluded that this was a result of varying heat losses to the spark plug electrodes due to flame kernel displacements by the varying local flow field. Models for the early flame development are in existence [81],[82] but

![Fig. 15 Predicted cyclically varying pressure crankangle diagrams.](image-url)
require considerable empirical input. In order to account for cyclic variability without employing the complex models for the kernel formation period, an approach similar to that used by Kumar et al [83] is applied here. They examined high speed photographs of the flame propagation in 15 to 30 consecutive engine cycles to arrive at a mean crankangle at which the flame radius was 9 mm from the spark plug. Cyclic variations in the time at which the flame radius equalled 9 mm in individual cycles was defined as ignition lag. They analysed their experimental data to obtain the variance in this lag. For the case studied at 1200 rpm with low swirl, a variance of 3.2 CAD was computed. They incorporated the observed statistical parameters for the cyclic variation of the early flame growth period by varying the effective ignition times.

To facilitate such effects in the current model, a delay period is specified corresponding to the time (in crankangle degrees) for the formation of a spherical kernel with a mass of 5x10^-6 g corresponding to a flame radius of 1.2 mm. Following [83], 21 computer runs were made where the delay period was altered from 6 degrees to 11 degrees in 0.25 degree steps. All other operating conditions and empirical input remained the same as detailed in Table 2. The resultant predicted pressure crankangle diagrams for the 21 simulations are shown in Fig. 15. There are obvious differences in the rate of pressure rise and the maximum pressure attained before the onset of knock. Fig. 16 demonstrates the trend between the delay period and the flame transit time to a point on the cylinder head surface 6 cm from the spark plug electrode gap. As expected cycles with shorter delay times have shorter flame transit times indicative of faster burning cycles. Fig. 17 shows the relationship between the temperature of the end-gas in the adiabatic core region and the flame transit time. As noted by Kalghatgi et al [14] with their CARS temperature measurements, higher temperatures were attained during the faster burning cycles due to the higher rates of pressure rise and correspondingly increased rates of heat release by pre-flame reactions. The resultant effect on the KOT is shown on Fig. 18 where the KOT (as defined above for this work) is plotted against the flame transit time. A linear best fit line is also shown. Again, agreeing with experimental observations.

**Fig. 16** Predicted flame transit times to a point on the cylinder head surface 6 cm from the spark plug electrode gap with different delay periods.

**Fig. 17** Predicted core end-gas temperatures at 375 CAD against flame transit time.

**Fig. 18** Predicted KOT against flame transit time.
The combined model has been successfully employed to simulate cyclically varying knock. The relationship between the flame transit time to a point 6 cm from the spark plug electrode gap and the knock onset time has been shown to be approximately linear for the examples studied here. Finally the model has been shown to be able to subjectively demonstrate the phenomena responsible for the trend of increased knock intensities in earlier knocking cycles.

**SYMBOLS**

- $C_p$: specific heat capacity
- $D_a$: fractal dimension
- $E$: activation energy
- $G_{\text{ext}}$: turbulence generation
- $h$: enthalpy
- $H$: instantaneous clearance height
- $k$: turbulence kinetic energy
- $l_{\text{max}}$: maximum fractional cut-off length
- $l_{\text{min}}$: minimum fractional cut-off length
- $n$: pressure exponent
- $N$: species
- $P$: pressure
- $Pr$: Prandtl number
- $q$: specific heat transfer
- $r_f$: flame radius
- $R$: specific gas constant
- $\tilde{R}$: molar gas constant
- $R^*$: rates of reaction
- $S_{\text{th}}$: enthalpy source terms
- $t$: time
- $T$: temperature
- $u$: flame speed
- $u'$: turbulence intensity
- $U$: mean flow velocity
- $w$: work
- $x$: distance
- $\delta$: distance
- $e$: turbulence dissipation rate
- $\theta$: crankangle
- $\lambda$: thermal conductivity
- $\mu$: viscosity
- $\rho$: density
- $\tau_{ji}$: Reynolds stress tensor
- $\phi$: normalised air/fuel ratio
- $\epsilon$: turbulence integral length scale

**Subscripts**

- $1$: state 1
- $2$: state 2
- $a$: autoignition
- $k$: knock
- $l$: laminar
- $t$: turbulent
- $T$: total
- $u$: unburned state

(CONCLUSIONS)

A model for the compression, combustion and expansion processes in a spark ignition engine in which the near wall temperature gradients are accounted for has been developed and validated against data from a Ricardo E6 single cylinder research engine. This model has been coupled with an existing reduced chemical kinetic model for the low temperature ignition chemistry of mixtures of iso-octane, air and residuals. The model was shown to accurately predict the onset of knock after adjustment of the Arrhenius parameter for the chain branching reaction.
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