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Stereophonic Noise Reduction Using a Combined Sliding Subspace Projection and Adaptive Signal Enhancement
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Abstract—A novel stereophonic noise reduction method is proposed. This method is based upon a combination of a subspace approach realized in a sliding window operation and two-channel adaptive signal enhancing. The signal obtained from the signal subspace is used as the input signal to the adaptive signal enhancer for each channel, instead of noise, as in the ordinary adaptive noise canceling scheme. Simulation results based upon real stereophonic speech contaminated by noise components show that the proposed method gives improved enhancement quality in terms of both segmental gain and cepstral distance performance indices in comparison with conventional nonlinear spectral subtraction approaches.

Index Terms—Sliding subspace projection, speech enhancement, stereophonic noise reduction.

I. INTRODUCTION

In the last few decades, noise reduction has been a topic of great interest in speech enhancement. One of the classical and most commonly used methods is based upon nonlinear spectral subtraction (NSS) [1]–[5]. In NSS methods, both the speech and noise spectra of the noisy speech data are independently estimated by using sample statistics obtained over some number of frames, and then noise reduction is performed by subtracting the spectrum of the noise from that of the observed data.

Due to the block processing based approach, however, it is well known that such methods introduce annoying artifacts, which are often referred to as undesirable “musical tone”, in the enhanced speech. Moreover, in many cases, such methods also remove some speech components in the spectra which are fundamental to the intelligibility of the speech. This is a particular problem at lower SNR’s. The performance is also quite dependent on the choice of many parameters, such as, spectral subtraction floor, over-subtraction factors, or over-subtraction corner frequency parameters. To find the optimal choice of these parameters in practice is therefore very difficult.

Recently, in the study of blind signal processing, one of the most active potential application areas has been speech separation [6] and a number of methods for blind separation/deconvolution of speech have been developed [7]–[10]. These methods work quite well when each sensor is located close to each source. However, separation of the speech from noise is still difficult when all the sensors are located close to one dominant source but far from the others, as in cocktail party situations. This sensor configuration is typically employed in practice, for example, as in stereo conferencing systems; two microphones being placed in front of the speaker at a reasonable distance. Moreover, the existing blind separation/deconvolution methods quite often fail to work where there are more sources than sensors.

In contrast, in the study of biomedical engineering, it has been reported that the utility of the subspace method implemented using the singular value decomposition (SVD) is to successfully enhance nonaveraged data (e.g., [11], [12]). In the technique, the space of the observed data is partitioned into signal and noise subspaces. Elimination of the noise is thereby achieved by orthonormal projection of the observed signal onto the signal subspace, with the assumption that the signal and noise subspaces are orthogonal.

In recent study, a number of SVD based methods have also been developed for speech enhancement [13]–[19]. For instance, a Toeplitz (or Hankel) structured data matrix representation is employed within the subspace decomposition operation, and thereby the data matrix is decomposed into signal-plus-noise subspace and a noise subspace rather than signal and noise subspaces (see [14], [15], and [19]). However, little attention has generally been paid to the extension to multichannel outputs.

In this paper, we propose a novel multichannel signal enhancement scheme using a combination of a subspace estimation method and a multichannel adaptive signal enhancement (ASE) approach in order to tackle the aforementioned problems. The objective of the approach is to estimate the received signal at the sensors after the removal of noise components from each, instead of recovering/extracting the original source signals. In the special case where the number of sensors is exactly two, it is then considered that the problem is to recover the stereophonic signal from the two channel noisy observations.

In the proposed method, rather than requiring additional microphones to provide separate noise references, a sliding subspace projection (SSP) is used, which operates as a sliding-win-
dowed subspace noise reduction processor, in order to extract the source signals for a bank of adaptive signal enhancers. In stereophonic situations, the role of the SSP is to extract the (monaural) source signal.

For the actual signal enhancement, a bank of modified adaptive signal (line) enhancers is used. For each channel, the enhanced signal obtained from the SSP is given to the adaptive filter as the source signal for the compensation of the stereophonic image. The philosophy of this approach is that the quality of the outputs of the SSP will be improved by the adaptive filters.

In [21], a similar approach by integrating Wiener filtering and a single stage SVD was proposed and applied to the recovery of evoked potentials. In that method, a Wiener filtering approach is firstly implemented to extract the overall shape of the evoked potentials and then SVD is used to enhance the filtered version of the raw data. The method, however, requires a relatively large number of sensors and will not work efficiently when the number of the sensors is very small (e.g., only two microphones are available). In speech enhancement, this limits its utility in practical situations, e.g., stereophonic noise reduction. By virtue of the SSP as preprocessing, the proposed method is thus advantageous in this respect.

II. MULTICHANNEL SIGNAL ENHANCEMENT BY A COMBINATION OF AN SSP AND ASE

In the general case of an array of sensors, the $M$-channel observed sensor signals $x_i(k)$ ($i = 1, 2, \ldots, M$) can be written in the form

$$x_i(k) = s_i(k) + n_i(k), \quad (i = 1, 2, \ldots, M)$$

where $s_i(k)$ and $n_i(k)$ are respectively the target and noise components within the observation $x_i(k)$.

The block diagram of the proposed multichannel noise reduction system is illustrated in Fig. 1. In the figure, $y_i(k)$ denotes the $i$-th signal obtained from the SSP, and $\hat{s}_i(k)$ is the $i$-th enhanced version of the target signal $s_i(k)$.

In this paper, we assume that the target signals $s_i(k)$ are speech signals arriving at the respective sensors and that the noise process is zero-mean, additive, and uncorrelated with the speech signals. Thus, under the assumption that $s_i(k)$ are generated from one single speaker, it can be considered that the speech signals $s_i(k)$ are strongly correlated to each other and thus that we can exploit the property of the strong correlation for noise reduction by a subspace method.

In other words, we can reduce the additive noise by projecting the observed signal onto the subspace of which the energy of the signal is mostly concentrated. The problem here, however, is that, since speech signals are usually nonstationary processes, the correlation matrix can be time-variant. Moreover, it is considered that the subspace projection reduces the dimensionality of the signal space, e.g., a stereophonic signal pair can be reduced to a monaural signal.

To solve these problems, we thus propose to use a combined subspace projection operated within a sliding-window and signal enhancers realized by adaptive filters. The former technique can estimate the correlation matrices adaptively, whereas the latter expands the reduced space into the original whole signal space again.

A. The Subspace Projection for Noise Reduction

The subspace projection of a given signal data matrix contains information about the signal energy, the noise level, and the number of sources. By using a subspace projection, it is thus possible to divide approximately the observed noisy data into the subspaces of the signal of interest and the noise [21]–[23]. A summary of the noise reduction technique using the subspace projection is given as follows:

Let $X$ be the available data in the form of an $L \times M$ matrix

$$X = [x_1, x_2, \ldots, x_M]$$

where the column vector $x_i$ ($i = 1, 2, \ldots, M$) is written as

$$x_i = [x_i(0), x_i(1), \ldots, x_i(L-1)]^T \quad (T: \text{transpose})$$

Then, the eigenvalue decomposition (EVD) of the autocorrelation matrix of $X$ (for $M < L$) is given by

$$X^T X = V \Sigma V^T$$

where $\Sigma$ is the diagonal matrix containing the eigenvalues of $X^T X$. The former technique can estimate the correlation matrices adaptively, whereas the latter expands the reduced space into the original whole signal space again.
where the matrix $V = [v_1, v_2, \ldots, v_M] \in \mathbb{R}^{M \times M}$ is orthogonal such that $V^T V = I_M$ and $\Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_M) \in \mathbb{R}^{M \times M}$, with eigenvalues $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_M \geq 0$. The columns in $V$ are the eigenvectors of $X^T X$. The eigenvalues in $\Sigma$ contain some information about the number of signals, signal energy, and the noise level. It is well known that if the signal-to-noise ratio (SNR) is sufficiently high (e.g., see [12]), the eigenvalues can be ordered in such a manner as

$$\sigma_1 > \sigma_2 > \cdots > \sigma_s \gg \sigma_{s+1} > \sigma_{s+2} \cdots > \sigma_M \quad (5)$$

and the autocorrelation matrix $X^T X$ can be decomposed as

$$X^T X = [V_s \ V_n] \left[ \begin{array}{cc} \Sigma_s & 0 \\ 0 & \Sigma_n \end{array} \right] [V_s \ V_n]^T \quad (6)$$

where $\Sigma_s$ contains the $s$ largest eigenvalues associated with $s$ signals with the highest energy (i.e., $\sigma_1, \sigma_2, \ldots, \sigma_s$) and $\Sigma_n$ contains $(M-s)$ eigenvalues $(\sigma_{s+1}, \sigma_{s+2}, \ldots, \sigma_M)$. It is then considered that $V_s$ contains $s$ eigenvectors associated with the signal part, whereas $V_n$ contains $(M-s)$ eigenvectors associated with the noise. The subspace spanned by the columns of $V_s$ is thus referred to as the signal subspace, whereas that spanned by the columns of $V_n$ corresponds to the noise subspace.

Then, the signal and noise subspace are mutually orthogonal and orthonormal, projecting the observed noisy data onto the signal subspace leading to noise reduction. The data matrix after the noise reduction $Y = [y_1, y_2, \ldots, y_M]$, where $y_i = [y_i(0), y_i(1), \ldots, y_i(L-1)]^T$, is given by

$$Y = XV_s V_s^T \quad (7)$$

which describes the orthonormal projection onto the signal space.

This approach is quite beneficial to practical situations, since we do not need to assume/know in advance the locations of the noise sources.

For instance, in stereophonic situations, since both the speech components $s_1$ and $s_2$ are strongly correlated with each other, even if the rank is reduced to one for the noise reduction purpose (i.e., by taking only the eigenvector corresponding to the eigenvalue with the highest energy $\sigma_1$), it is still possible to recover $s_1$ from $y_1$ by using adaptive filters as the post-processors to be described in Section II-C.

B. Sliding Subspace Projection

As in Fig. 1, the SSP acts as a sliding-window noise reduction block. To illustrate the difference between the SSP and the conventional frame-based operation (e.g., see [21], [22]), Fig. 2 is given. In the figure, $x$ is a row vector of the autocorrelation matrix in (2), i.e., $x(k) = [x_1(k), x_2(k), \ldots, x_M(k)]$ ($k = 0, 1, 2, \ldots$).

Then, given the previous $L$ past samples for each channel at time instance $k$ ($\geq L$) and using (7), the new input matrix to the SSP $X(k)$ ($L \times M$) can be written

$$X(k) = \left[ \begin{array}{c} PX(k-1) V_s(k-1) V_s(k-1)^T \\ P \end{array} \right], \quad P = [0_{(L-1) \times 1} I_{L-1}], \quad (L-1 \times L) \quad (8)$$

Conventional frame–based subspace analysis

$$X = \begin{bmatrix} \begin{array}{c} \begin{array}{cccc} 0 & 1 & \cdots & L-1 \end{array} \ & \begin{array}{cccc} L & L+1 & \cdots & 2L-1 \end{array} \end{array} \end{bmatrix}$$

Sliding subspace projection operation

$$y = \begin{bmatrix} \begin{array}{c} \begin{array}{cccc} 0 & 1 & \cdots & L-1 \end{array} \ & \begin{array}{cccc} L & L+1 & \cdots & 2L-1 \end{array} \end{array} \end{bmatrix}$$

Then, the first row of the new input matrix $X(k)$ given in (8) corresponds to the $M$-channel signals after the SSP operation $y(k) = [y_1(k), y_2(k), \ldots, y_M(k)]^T$

$$y(k) = X(k)^T q, \quad q = [1, 0, 0, \ldots, 0]^T (L \times 1). \quad (10)$$

Note that in (8) the first $(L-1)$ rows of $X(k)$ are obtained from the previous SSP operation, whereas the last row is taken

![Figure 2: Illustration of an SSP operation.](image)
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<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VALUES FOR P1, P2, AND P2/2</strong></td>
</tr>
<tr>
<td><strong>Speech Sample</strong></td>
</tr>
<tr>
<td>No.1</td>
</tr>
<tr>
<td>No.2</td>
</tr>
<tr>
<td>No.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PARAMETERS USED FOR NSS</strong></td>
</tr>
<tr>
<td><strong>Setting Name</strong></td>
</tr>
<tr>
<td>Smoothing Time Constant for Signal Power Estimate</td>
</tr>
<tr>
<td>Subtraction Floor</td>
</tr>
<tr>
<td>Oversubtraction Corner Frequency</td>
</tr>
<tr>
<td>Oversubtraction Scale Factor</td>
</tr>
<tr>
<td>Smoothing Time Constant for Signal Power Estimate in Noise Estimation</td>
</tr>
<tr>
<td>FFT Window Length</td>
</tr>
<tr>
<td>Length of Minimum Filter</td>
</tr>
<tr>
<td>Time Constant for Oversubtraction Factor</td>
</tr>
<tr>
<td>Num. of Minimization Buffers</td>
</tr>
<tr>
<td>Oversampling Constant</td>
</tr>
<tr>
<td>Noise Estimate Compensation</td>
</tr>
</tbody>
</table>
from the data obtained from the original observation. Then, at this point, as in Fig. 2, the new data $\mathbf{x}(k)$ remains intact and the rest ($L-1$) data vectors, i.e., those obtained by the product $\mathbf{P} \mathbf{x}(k)$, will be replaced by the subsequent subspace projection operations. It is thus considered that this recursive operation is similar to the concept of data-reusing [24] or fixed point iteration [25] in which the input data at the same data point is repeatedly used for, i.e., improving the convergence rate in adaptive algorithms. Related to the subspace based noise reduction as a sliding window operation, it has been shown that a truncated SVD operation is identical to an array of analysis-synthesis finite impulse response (FIR) filter pairs connected in parallel.
It is then expected that this approach still works when the number of the sensors $M$ is small, as in ordinary stereophonic situations.

In addition, we can intuitively justify the effectiveness of using the SSP as follows: for large noise and very limited numbers of samples (this choice must, of course, relate to the stationarity of the noise), a single SSP (sliding window) operation may perform only rough or approximate decomposition to both the signal and noise subspace. In other words, we are not able to ideally decompose the noisy sensor vector space into a signal subspace and its noise counterpart within a distinct frame. In one single frame, we rather perform decompo-
sition into a signal-plus-noise subspace and a noise subspace [14].

C. Multichannel Adaptive Signal Enhancement

After the extraction of each signal, a multichannel adaptive signal enhancer (ASE) is used to enhance the observed signal.

Since the respective input signals to the signal enhancer are strongly correlated with the corresponding signals of interest, the \( i \)-th adaptive filter functions to recover the original signal in each channel from the signal \( y_i(k) \) using the delayed version of the reference signal \( x_i(k - l_0) \). In the diagram in Fig. 1, the delay factor \( l_0 \) is given by

\[
l_0 = \frac{L_f - 1}{2}
\]

where \( L_f \) is the length of each adaptive filter. The insertion of a delay factor is necessary in order to shift the center lag of the reference signals in not only the positive but also the negative time direction by the adaptive filters.

This scheme is then somewhat related to direction of arrival (DOA) estimation using adaptive filters [28] and similar to adaptive line enhancers (ALE, see e.g., [20]). However, unlike an ordinary ALE, the reference signal in each channel is not taken from the original input but the observation \( x_i(k) \) and the input signal to the adaptive filter is the delayed version of the original input signal, as in Fig. 1. Moreover, as we elucidate in the context of stereophonic noise reduction described in Section II-D, the role of the adaptive filters is different from the DOA; it is considered that the adaptive filters are always adjusting the essential elements with respect to the recovery of the stereophonic image, e.g., both the delay and amplitude in one channel against the other.

In addition, in Fig. 1, \( c_i \) are appropriately chosen constants and used to adjust the scaling of the corresponding input signals to the adaptive filters. These scaling factors are normally necessary since the choice will affect the initial tracking ability of the adaptive algorithms in terms of stereophonic compensation and may be determined \emph{a priori} with keeping a good-trade off between the initial tracking performance and the signal distortion.

Eventually, as in Fig. 1, the enhanced signal \( \hat{s}_i(k) \) is obtained simply from the filter output.

D. Stereophonic Noise Reduction

In this paper, the following model is considered as the two-channel observation \( x_i(k) \) (\( i = 1, 2 \)):

\[
x_1(k) = a \cdot s_1(k) + n_1(k),
\]

\[
x_2(k) = a \cdot s_2(k) + n_2(k)
\]

where \( s_1(k) \) and \( s_2(k) \) respectively correspond to the left and right channel speech signal, \( n_1(k) \) and \( n_2(k) \) are the noise components, and the constant \( a \) controls the input SNR.

In the above, the number of the sources can be seen to be four; two stereophonic speech components and the other two for the noise sources, while the number of the sensors is assumed to be two (\( M = 2 \)), as in stereophonic representative of many teleconferencing systems.

Hence, this seems to be really problematic since "There are more sources than sensors." However, in stereophonic noise reduction, the components \( s_i(k) \) can be approximated by

\[
s_1(k) = h_1^T(k) s(k),
\]

\[
s_2(k) = h_2^T(k) s(k)
\]

where \( h_i(k) = [h_i(0), h_i(1), \ldots, h_i(L_s - 1)]^T \) (\( i = 1, 2 \)) are the impulse response vectors of the acoustic transfer functions between the signal (speech) source and the microphones with length \( L_s \), and \( s(k) = [s(k), s(k - 1), \ldots, s(k - L_s + 1)]^T \) is the speech source signal vector.

Therefore, it is considered that the respective stereophonic speech components \( s_i(k) \) (\( i = 1, 2 \)) are generated from one speech source using two (sufficiently long) filters \( h_i \) and, in reality, the stereophonic speech components \( s_i(k) \) are strongly correlated with each other.

In the SSP described earlier, the orthonormal projection of each observation \( x_i(k) \) onto the estimated signal subspace by
the SSP leads to reduction of the noise in each channel. However, since the projection is essentially performed using only a single orthonormal vector which corresponds to the speech source, this may cause distortion of the stereophonic image in the extracted speech signals $y_1(k)$ and $y_2(k)$. In other words, the SSP is performed to recover a single speech source from the two observations $x_i(k)$.

In the proposed method, the adaptive signal enhancers are thus employed in order to compensate for the stereophonic image. Since, as in the block diagram in Fig. 1, the error

Fig. 6. Simulation results—using speech sample no. 4 (sampled at 48 (kHz), with the real stereophonic fan noise components). (a) Clean speech. (b) Noisy data (SNR = 2 dB). (c) Enhanced speech by NSS. (d) Enhanced speech by only SSP. (e) Enhanced speech by SSP + DASE.
signals $e_i(k) \ (i=1,2)$ contain the information about the stereophonic image (because the observations $x_i(k)$ contain true stereophonic signals), the adaptive filters (with sufficient filter lengths) essentially adjust the delay and the amplitude of the signal in each channel, both of which are of fundamental to recover the stereophonic sound, and therefore are considered to compensate for the stereophonic image in each channel.

III. SIMULATION STUDY

A. Parameter Settings

For the speech components $s_i(k)$, four stereophonically recorded speech data were used. For the first three, the sentence was “Pleasant zoos are rarely reached by efficient transportation” in English. Each utterance was recorded by one female and two male speakers in a nonreverberant room, sampled originally at 48 (kHz) and down-sampled to 8 (kHz). Each untrained speaker was asked not to move their head from the center of the two microphones (the distance between the two mics. is 50 (cm)). For the fourth data, the speech utterance was recorded by a male Japanese native speaker in an ordinary room (the shape is rectangular and its size is 200 (cm) wide, 350 (cm) long, and 230 (cm) tall) of a house near the kitchen system, without any sound shielding equipped, and, the sentence was “Hajime-mashite, Kon-nichiwa” in Japanese (“How do you do, hello”). The speech data were then normalized to have unity variance.

In order to validate the proposed scheme, we tested two cases for the noise components $n_i(k) \ (i=1,2)$: the two noise components are 1) synthetically generated i.i.d. sequences, and 2) the real stereophonic fan noise data recorded in the same room and condition as those for the fourth speech data.

The two i.i.d. noise components assumed were the signals generated from 1) uniform distribution (using MATLAB function, `rand()`) shifted to lie within the range from $-0.5$ to 0.5, and 2) Normal distribution (using MATLAB function, `randn()`).

For the SSP, the length of the analysis matrix is fixed to 32. In a separate simulation study, we confirmed that this is a reasonable choice for giving a good trade-off in terms of the performance and the computational complexity, since the SSP (i.e., the EVD) operation is the most computationally demanding part within the proposed scheme (e.g., for the actual computation, applying the Cholesky's decomposition requires $O(L^3/3)$).

For the ASE, the standard normalized-LMS algorithm (e.g., see [20]) was used to adjust the filter coefficients in the dual adaptive signal enhancer (DASE, i.e., the case where $M=2$ in Fig. 1). For each adaptive filter, the learning constant was chosen as 0.5. The filter length was fixed to 51, which allows approximately 3 (ms) of delay in left/right channel, and, within this range, neither precedence effect (or, alternatively, Haas effect) nor echo effect will occur [29]. Moreover, the scalar constants $c_j$ were empirically fixed to 0.1 for both the left and right channels, which was empirically found to moderately suppress the distortion and satisfied a good trade-off between a reasonable stereophonic image compensation and signal distortion.

B. Performance Measurements

For the evaluation of the enhancement quality, the objective measurement in terms of both the segmental gain in SNR and averaged cepstral distance was considered. In this paper, the measurement in terms of the segmental gain in SNR is employed, instead of the ordinary segmental SNR (see, e.g., [30] and [31]), in order to clarify how much gain in the context of noise reduction is obtained at each frame, rather than checking merely the signal-to-noise ratio.$^1$

$^1$Imagine the situation where both the input and output SNRs are high (at 5 dB and 22 dB for the input and output SNR, respectively, say). Then, the conventional segmental SNR cannot fully explain how much amount of noise reduction we gain, if the input SNR varies greatly (from 5 dB to 20 dB, say). Hence, we consider the segmental gain in SNR as a measurement for noise reduction in this paper.
Then, the segmental gain in SNR (dB) is defined as

\[ G(\text{dB}) = \text{Segmental SNR (Output)} - \text{Segmental SNR (Input)} \]

\[ = \frac{1}{Mp_1} \sum_{i=1}^{M} \sum_{j=1}^{p_1} \left\{ 10 \log_{10} \frac{||s_i||^2}{||s_i - \hat{s}_i||^2} \right\} - \frac{1}{M \log_{10} \left( \frac{||n_i||^2}{||n_i - \hat{n}_i||^2} \right) \} \]

(14)

where \( M = 2 \) (stereophonic), \( s_i = [s_i(k), s_i(k+1), \ldots, s_i(k + N_f - 1)]^T \), \( \hat{s}_i = [\hat{s}_i(k), \hat{s}_i(k+1), \ldots, \hat{s}_i(k + N_f - 1)]^T \), \( n_i = [n_i(k), n_i(k+1), \ldots, n_i(k + N_f - 1)]^T \), \( \hat{n}_i = [\hat{n}_i(k), \hat{n}_i(k+1), \ldots, \hat{n}_i(k + N_f - 1)]^T \), \( N_f = (j - 1)N_f + 1, j = 1, 2, \ldots, p_1 \) are respectively the clean speech, enhanced speech, and the noise signal vector, and \( \hat{n}_i \) is the number of the samples in each frame (\( N_f = 256 \) in this paper) and \( p_1 \) is the number of the frames.

The averaged cepstral distance is given by

\[ d_{\text{exp}} = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{p_{2,i}} \sum_{j=1}^{2} \sum_{k=1}^{2} (c_{i,k}(j) - \hat{c}_{i,k}(j))^2 \]

(15)

where \( c_{i,k}(j) \) and \( \hat{c}_{i,k}(j) \) are the cepstral coefficients corresponding to the clean and the enhanced signal at left/right channel, respectively. The parameter \( q \) is the order of the model (chosen as 8), and \( p_{2,i} (i = 1, 2 \) in this paper) is the number of frames where speech is present. The determination of speech presence was achieved by manual inspection of the clean speech signals. (Note that normally the numbers of the frames \( p_1 \neq p_{2,i} \).

### C. Simulation Results

For both the two additive i.i.d. and real stereophonic fan noise cases, performance comparisons are made using 1) NSS, 2) only the SSP, and 3) SSP + DASE. In the case of NSS, three different parameter settings were attempted (i.e., indicated as NSS1, NSS2, and NSS3 in Figs. 5 and 7) in order to see how the performance varies. As shown in Table II, the first four parameters of the NSS method, which were empirically found to affect the performance mostly, were varied arbitrarily, with keeping as much as a reasonable trade-off between the noise reduction performance and the amount of musical noise introduced or the distortion within the shape of the enhanced speech, while the other parameters were remained the same for all the three settings.

1) Two Additive i.i.d. Noise Case: Due to the constraints on space, we present only the simulation results using two speech samples in this sub-section.

In Figs. 3 and 4, (a) shows the clean speech data (both the left and right channel signals), (b) the noisy speech (assuming the input SNR = 3 (dB) for speech sample no. 1, while SNR = 0 (dB) for speech sample no. 2), (c) the enhanced speech by dual-mono nonlinear spectral subtraction (NSS) algorithm (with the parameter setting as NSS1), (d) the enhanced speech by only SSP (SSP), and (e) the enhanced speech by SSP + DASE (i.e., a combination of the SSP and DASE) method, respectively. For the simulation using speech sample no. 1, the two i.i.d. noise components used were the random signals generated from the Normal distribution, while the random signals generated from the uniform distribution were used for speech sample no. 2.

Since the performance in terms of both the segmental gain and cepstral distance was similar to each other for the two distributions, we show only the case of the Normal distribution. Fig. 5(a) shows a comparison of the segmental gain [given by (14)] versus input SNR, using the two-channel observations with the additive noise components generated from two i.i.d. Normal distribution. The results shown are those averaged over the three speech samples. Table I shows the actual values for \( p_1, p_{2,1} \), and \( p_{2,2} \) used to compute (14) and (15), respectively.

In the figure, the performance of the three different noise reduction algorithms, i.e., 1) SSP (using only an SSP), 2) SSP + DASE (a combination of an SSP and DASE), and 3) NSS algorithm, is compared.

In the figure, at lower SNRs, the performance with NSS is better than the other two, while at higher SNRs the SSP + DASE algorithm is the best. However, at lower SNRs, as in Fig. 5(a), the performance in terms of cepstral distance with NSS (for all the three parameter settings) is poorest amongst the three. As in Fig. 5(a), at around SNR > 7 (dB), it is clearly seen that the combination of the SSP and DASE yields performance improvement of more than 3 (dB) over the case using only the SSP.

2) Real Stereophonic Fan Noise Case: For the real stereophonic fan noise case, we used the data originally sampled at 48 (kHz) and performed the simulations.

Fig. 6 shows the simulation results using the real fan noise data. Fig. 6(a) shows the part of the clean speech data (sampled at 48 (kHz), using Speech Sample no. 4, note that the sample number for display is limited from sample no. 60001 to 70000 for a clear presentation of the results.), (b) the noisy speech (assuming the input SNR = 2 (dB)), (c) the enhanced speech by dual-mono nonlinear spectral subtraction (NSS) algorithm (with the parameter setting NSS1), (d) the enhanced speech by only the SSP, and (e) the enhanced speech by the SSP + DASE, respectively.

Fig. 7 shows a comparison of the segmental gain and the cepstral distance, respectively. In the figure, the performance of the three different noise reduction methods, i.e., 1) NSS, 2) SSP, and 3) SSP + DASE, is compared, as for the i.i.d. noise case.

In Fig. 7(a), similar to the two i.i.d. noise case, the performance with NSS is better than the other two at lower SNRs. In contrast, as in Fig. 7(b), note that at lower SNRs, the case with SSP + DASE is, however, best among the three methods. This also coincided with the informal listening tests.

### D. Discussion

These simulation results indicate that the NSS method removes not only the noise but some parts of the speech. Moreover, as in Figs. 3, 4, and 6(c), it is clearly seen that some voiced speech parts are eliminated or greatly changed in shape. This was also confirmed by informal listening tests, in which the enhanced speech obtained from the NSS sounds ‘hollow’ besides the additive musical tonal noise. In contrast, in the listening tests, it was also observed that the enhanced speech by the other two methods does not have such artifacts or distortion
Fig. 8. The scatter plots—using speech sample no. 1 (with two additive i.i.d noise components generated from normal distribution, at input SNR = 3 (dB)). (a) Clean speech. (b) Noisy data (SNR = 3 dB). (c) Enhanced speech by NSS. (d) Enhanced speech by SSP. (e) Enhanced speech by SSP + DA.SE.
and the noise level is certainly decreased preserving the components that are of fundamental importance to the stereophonic image.

In the listening tests, it was also confirmed that the speech obtained from the SSP sounds rather dual-mono or that the spatial image is gone, but the stereophonic image is, to a great extent, recovered in the enhanced speech obtained after the post-processing by the adaptive FIR filters.

It can be said that these empirical facts agree with the hypothesis in Section II-D in which the adaptive filters can compensate for the stereophonic image from the signals obtained by the SSP using the information contained in the true stereophonic observations $x_k (k)$.

As the performance improvement of SSP together with the DASE approach observed in Figs. 5 and 7(a) and (b) compared to that of only using an SSP, the enhanced signal obtained after the DASE is much closer to the original stereophonic speech signal than that after the SSP. Moreover, to see intuitively how the stereophonic image in the enhanced signals can be recovered, the scatter plots are shown in Fig. 8, where the parameter settings are all the same as those for Fig. 3 (i.e., using speech sample no. 1, the input SNR $= 3$ (dB), and the two additive i.i.d noise components generated from Normal distribution). In Fig. 8(e) (in the figure the labels ‘$s_{1}$’ and ‘$s_{2}$’ correspond to $s_1$ and $s_2$, respectively, whereas those ‘$nss_{1}$’ and ‘$nss_{2}$’ correspond respectively to the enhanced signals obtained by the NSS method), it is observed that the pattern of the scatter plot for the enhanced speech after the SSP + DASE somewhat approaches that of the original stereophonic speech as in Fig. 8(a), in comparison with that for the speech after only the SSP shown in Fig. 8(d) is considered as rather monaural (which also agreed with the informal listening tests), since the distribution of the data points are more concentrated around the line $s_1 \equiv s_2$ than the case of SSP + DASE.

In Fig. 8(c), it is also observed that some data points in the original signals are missing (especially at lower-left corner) and that the shape of the cluster is somewhat changed for the enhanced signal by the NSS. This coincides with the empirical fact that the enhanced speech by the NSS can greatly be changed in shape.

From these observations, it can be empirically justified that the adaptive filters work to compensate for the stereophonic image.

IV. CONCLUSION

In this paper, a novel multichannel noise reduction method has been proposed by a combination of SSP and multichannel adaptive signal enhancement technique. In the proposed method, the SSP is used for the extraction of the signal of interest to the adaptive filter in each channel, and actual signal enhancement is performed by the adaptive approach. The proposed methods have been applied to stereophonic noise reduction, where the number of the sensors is just two. In the simulation study, it has been shown that the performance with the proposed methods is superior to the conventional NSS approach. Our simulation study also shows that the adaptive filters can compensate for the stereophonic image.
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