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Distributed Estimation Over an Adaptive Incremental Network Based on the Affine Projection Algorithm
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Abstract—We study the problem of distributed estimation based on the affine projection algorithm (APA), which is developed from Newton’s method for minimizing a cost function. The proposed solution is formulated to ameliorate the limited convergence properties of least-mean-square (LMS) type distributed adaptive filters with colored inputs. The analysis of transient and steady-state performances at each individual node within the network is developed by using a weighted spatial-temporal energy conservation relation and confirmed by computer simulations. The simulation results also verify that the proposed algorithm provides not only a faster convergence rate but also an improved steady-state performance as compared to an LMS-based scheme. In addition, the new approach attains an acceptable misadjustment performance with lower computational and memory cost, provided the number of regressor vectors and filter length parameters are appropriately chosen, as compared to a distributed recursive-least-squares (RLS) based method.

Index Terms—Adaptive filters, affine projection algorithm, distributed estimation, energy conversation.

I. INTRODUCTION

In order to reduce the requirement of a powerful central processor and extensive amount of communications in a traditional centralized solution, a distributed solution is developed relying only on local data exchange and interactions between immediate neighborhood nodes, whilst retaining the estimation accuracy of a centralized solution [1], [2]. Such distributed adaptive networks could therefore find a wide range of potential applications, such as in precision agriculture, environmental monitoring, military surveillance, transportation and factory instrumentation [1]–[3]. One of their particular merits is that a distributed adaptive network has abilities to collaborate and adapt as explained in [9]–[12]. The individual nodes within a distributed network share the computational burden so that communications are reduced as compared to a centralized network, and power and bandwidth usage are also thereby reduced [1], [4]. In addition, the ability to track not only the variations of the environment but also the topology of the network is also achieved due to their adaptive capability.

Distributed solutions which exploit consensus implementation presented in [6]–[8] require two time scales; during the initial period of time each node makes an individual estimation and then through consensus iterations the nodes combine estimations to reach the desired estimate. This approach relies on particular conditions for the coefficients and network topology. Recent investigations [9]–[12] have therefore developed incremental learning algorithms over a distributed network, which have a cyclic pattern of cooperation with minimum power and communications. In such a network, each node cooperates only with one adjacent node to exploit the spatial dimension, whilst performing local computations in the time dimension. The incremental algorithms thereby approximate the global estimation in a defined cyclic learning framework. In addition, this approach reduces communications between nodes and improves the network autonomy as compared to a centralized solution. In practical wireless sensor networks, it should be highlighted, however, that it may become more difficult to establish a Hamiltonian cycle as required in the incremental mode of cooperation as the number of sensors increases. Moreover, such incremental distributed processing schemes may not scale well for very large networks. In this work, we therefore assume the network size is sufficiently small, typically less than one hundred, so that incremental schemes can be used. In the future, we plan to study adaptive algorithms of the diffusion type, which remove the requirement of a Hamiltonian cycle at the expense of a slightly reduced mean-square performance [24]–[26]. In diffusive networks, the nodes share and process information in real-time and a Hamiltonian cycle is not needed. The incremental approach studied in our paper can be viewed as a reference point against which other algorithms can be measured; this is because incremental approaches provide one of the best performances when cycles are permitted [9]. It is well known that in the case of a single adaptive filter, one major drawback of the LMS algorithm is its slow convergence rate for colored input signals and the APA algorithm is a better alternative to LMS in such an environment [13]–[15]. For distributed networks, highly correlated inputs also deteriorate the performance of the distributed LMS (dLMS) algorithm [5]. In this paper, we therefore focus on a new APA-based distributed learning scheme for such a network which was proposed to obtain a good compromise between convergence performance and computational cost, rather than considering a precise application. The term...
“affine projection” represents linear projection type mapping onto the subspace defined by the columns of a low column-rank input matrix. In fact, as in [17] where further details can be found, the precise term would be $\epsilon$-APA, where $\epsilon$ represents the weighting on a regularizing identity matrix in the algorithm formulation; however, in this work, as in [17] the $\epsilon$ is dropped for notational convenience. A key contribution of this paper is using the weighted spatial-temporal energy conservation relation to evaluate the performance of the resulting ring network of nodes, which incorporates the space-time structure of the data. These theoretical results are found to agree well with the simulation results for both Gaussian and uniform distributed input signals for sufficiently small step-sizes.

The remainder of this paper is organized as follows. In Section II, a distributed estimation problem is defined and the derivation of the proposed APA-based algorithm is given. In Section III, we analyze the performance of the spatial and temporal adaptive algorithm and provide the closed-form expressions for the transient and steady-state performances of the incremental algorithm. Simulation results are compared with the theoretical results in Section IV.

Throughout the paper, the following notations are adopted: boldface small and capital letters are used for random complex vectors or scalars and matrices respectively; normal font is employed for deterministic complex quantities. For ease of reference, the main symbols used in this paper are listed:

- $\mathbb{R}^+$ set of positive real numbers;
- $\cdot^T$ transposition;
- $\cdot^*$ complex – conjugate transposition;
- $|\cdot|^2$ absolute squared operation;
- $\nabla(\cdot)$ differentiation;
- $E_q$ statistical expectation of $q$;
- $\min(\cdot)$ minimum value of its argument;
- $\lambda(\cdot)$ eigenvalues of a matrix;
- $\lambda_{\min}(\cdot)$ smallest eigenvalue of a matrix;
- $\lambda_{\max}(\cdot)$ largest eigenvalue of a matrix;
- $\text{col}\{\alpha\}$ column vector with entries $\alpha$;
- $\text{Tr}(A)$ trace of the matrix $A$;
- $A \otimes B$ Kronecker product of two matrices $A$ and $B$.

## II. ESTIMATION PROBLEM

A motivational example for distributed adaptive networks is to examine an application in the context of measuring some quantity such as temperature or humidity across a spatial field. Consider that a network with $N$ sensors is deployed to observe this physical phenomenon and related events in a specified environment. At time $i$, the sensor at node $k$ collects a measurement $d_k(i)$, where $i$ denotes the discrete time index and $k$ indicates the node index, and assuming an autoregressive (AR) model is adopted to represent these measurements as follows:

$$d_k(i) = \sum_{m=1}^{M} \beta_m d_k(i-m) + v_k(i)$$

where $v_k(i)$ is additive zero-mean noise and the coefficients $\{\beta_m\}$ are the parameters of the underlying model. If we define the $M \times 1$ parameter vector $w^o = \text{col}\{\beta_1, \beta_2, \ldots, \beta_M\}$, $(M \times 1)$ and the $1 \times M$ regression vector

$$u_{ki} = [d_k(i-1) d_k(i-2) \ldots d_k(i-M)]$$

then (1) at each node $k$ can be rewritten as an equivalent linear measurement model

$$d_k(i) = u_{ki}w^o + v_k(i).$$

The objective becomes to estimate the model parameter vector $w^o$ from the measurements $d_k(i)$ and $u_{ki}$ over the network and thereby has the form of a system identification problem. Thus, in order to find the $M \times 1$ vector $w^o$, we formulate the linear space-time least-mean-square estimation problem as

$$\min_w J(w) \quad \text{and} \quad J(w) = E[|d - Uw|^2]$$

where the global desired response vector and input matrix are

$$d = \text{col}\{d_1, d_2, \ldots, d_N\}, \quad (N \times 1)$$

$$U = \text{col}\{u_1, u_2, \ldots, u_N\}, \quad (N \times M)$$

where the $\{d_k(i), u_{ki}\}$ are realizations of $\{d_k, u_k\}$. Thus, the optimal minimum mean-square error (MMSE) solution $w^o$ is calculated, for which the normal equations [17] are satisfied,

$$R_{du} = R_{uu}w^o$$

where $R_{du} = E[U^*U]$ and $R_{uu} = E[U^*U]$.

When a multitude of nodes in the network has access to data, in order to take advantage of node cooperation, we can introduce a distributed network with incremental learning, where at least one cyclic path can be established across the network. In such a network, information should be transferred from one node to its immediate neighborhood node in a cyclic manner to return to the initial node (see Fig. 1). As in [9], the cost function can be decomposed into

$$J(w) = \sum_{k=1}^{N} J_k(w) \quad \text{and} \quad J_k(w) = E[|d_k - u_kw|^2].$$

In previous works [9]–[12], the incremental distributed LMS-based and distributed RLS-based schemes have been introduced. These algorithms exploit a cyclic estimation strategy, which at each discrete time entails visiting every node within the whole network only once, i.e., a Hamiltonian cycle. Our contribution aims at improving upon the convergence performance of the dLMS algorithm with colored input signals whilst reducing the complexity of the low communications distributed RLS (Lc-dRLS) algorithm and the distributed RLS (dRLS) algorithm of [11].

Let $\psi_k^{(i)}$ denote the local estimation of the desired optimal weight vector at node $k$ and time instant $i$ and let $w_k^{(i)}$ indicate the
global estimation at time instant \( t \). Consider a Newton’s search based approach to solving (9) for incremental learning within a distributed network. The optimal tap weight \( w^o \) is estimated via [17]

\[
w_i = w_{i-1} - \sum_{k=1}^{N} \mu_k [e I + \nabla J_k^T \psi_k^{(i-1)}]^{-1} \nabla J_k \psi_k^{(i-1)}
\]

\[
w_i = w_{i-1} + \sum_{k=1}^{N} \mu_k [e I + R_{u,k}]^{-1} [R_{u,k} - R_{u,k} \psi_k^{(i-1)}]
\]

where \( R_{u,k} = E u_k^T u_k \), \( R_{du,k} = E d_k u_k^T \). \( \epsilon \) denotes a regularization parameter with small positive value, \( \mu_k \) indicates an appropriately chosen step-size, which is evaluated in Section III-E, and the scheme is initialized with an \( M \times 1 \) vector \( w_{-1} = \text{col}[0, \ldots, 0] \).

For a practical scheme to realize (10), and utilizing the correlation of the input signal at each node, we replace \( \{R_{u,k}, R_{du,k}\} \) by the following sample sliding-window estimates:

\[
\hat{R}_{u,k} = \frac{1}{T} \sum_{j=-T+1}^{i} u_{k,j}^* u_{k,j}
\]

\[
\hat{R}_{du,k} = \frac{1}{T} \sum_{j=-T+1}^{i} d_k(j) u_{k,j}^*
\]

with \( T \) equal to the number of recent regressors of each node whilst \( u_{k,j} \) and \( d_k(j) \) denote the corresponding input vector and desired response at instant time \( j \) for the \( j \)th node. Hence, using the matrix inversion formula, recursion (10) becomes,

\[
w_i = w_{i-1} + \sum_{k=1}^{N} \mu_k U_{k,i}^* \psi_k^{(i-1)} \nabla J_k \psi_k^{(i-1)}
\]

where the local \( T \times M \) block data matrix and \( T \times 1 \) data vector are

\[
U_{k,i} = \begin{bmatrix}
u_{k,i} & u_{k,i-1} & \cdots & u_{k,i-T+1}
\end{bmatrix},
\]

\[
d_k(i) = \begin{bmatrix}d_k(i-1) & \cdots & d_k(i-T+1)\end{bmatrix}
\]

(14)

and \( \epsilon \) is employed to avoid the inversion of a rank deficient matrix \( U_{k,i} U_{k,i}^* \). As such, recursion (13) is the distributed APA (dAPA) learning algorithm in an incremental network, the operation of which is shown in Fig. 1. At each time instant \( i \), each node utilizes local data \( \{d_{k,i}, U_{k,i}\} \) and \( \psi_k^{(i-1)} \) received from its previous node \( k \rightarrow i \) in the cycle to update the local estimation. At the end of the cycle, the local estimation \( \psi_k^{(i)} \) is employed as the global estimation \( \psi_i \) and the initial local estimation \( \psi_k^{(i+1)} \) for the next discrete time instant \( i+1 \). The final weight vector shown at the bottom of Fig. 1 can either be used to generate a filter output vector term of the form \( u_{k,i} \psi_k^{(i)} \) or the vector \( \psi_k^{(i)} \) itself can then be used for system identification or equalization. The pseudo-code implementation of dAPA is described in Table I. In addition, dAPA has intermediate computational and memory cost between dLMS and dRLS, for certain regressor length, which is verified in the Appendix.

III. PERFORMANCE ANALYSIS

The convergence behaviors of classical APA-based algorithms are studied in [15]–[19], exploiting arguments based on a single adaptive filter. In order to study the performance of the dAPA algorithm, we extend the weighted energy conservation approach for the APA-based algorithms [18], [19] to the case of a distributed incremental network, which involves both the space dimension and the time dimension. However, due to the energy flow across the interconnected filter, some of the simplifications for a single filter case cannot be adopted. A set of weighting matrices is particularly chosen to decouple a set of equations and we evaluate the transient and steady-state performances at each individual node in terms of mean-square deviation (MSD), excess mean-square-error (EMSE) and mean-square error (MSE). The closed-form expressions for the theoretical results are formed under some simplifying assumptions described below.

A. Data Model and Assumption

As defined earlier, we use boldface letters as the random quantities and assume the same model as in [9] to carry out the performance analysis:

1) The relation between the unknown system vector \( u_0 \) and \( \{d_k(i), u_{k,i}\} \) takes the form:

\[
d_k(i) = u_{k,i} u_0^T + v_k(i)
\]

TABLE I

<table>
<thead>
<tr>
<th>Time-Code Implementation of dAPA</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>For each time instant ( i \geq 0 ) repeat: ( k=1, \ldots, N )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \psi_k^{(i)} = w_{i-1} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \psi_k^{(i)} = \psi_k^{(i-1)} + \mu_k U_{k,i}^* (d_k(i) + U_{k,i} u_k^*)^{-1} [d_k(i) - U_{k,i} \psi_k^{(i-1)}] )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>end</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( w_i = \psi_k^{(i)} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>where {d_k(i), u_{k,i}} are defined by (10).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 1. Data processing of the dAPA algorithm in an incremental network.
where \( \mathbf{v}_k(i) \) is a temporally and spatially independent noise sequence with variance \( \sigma_v^2 \), independent of \( \mathbf{d}_i(j) \) for \( l \neq k \) or \( j \neq i \), and \( \mathbf{u}_{i,j} \) for all \( i \) and \( j \); A2) \( \mathbf{u}_{k,i} \) is spatially independent and temporally independent, namely \( \mathbf{u}_{k,i} \) is independent of \( \mathbf{u}_{i} \) and \( \mathbf{u}_{k,j} \) for \( k \neq l \) or \( i \neq j \).

We highlight that assumption A2 is an extension of that made for time-only adaptive filtering to space-time adaptive filtering. We emphasize that the spatial independence assumption is generally more likely to hold than the temporal independence assumption in the context of a distributed network, as a consequence of the different locations of the nodes. The temporal independence assumption is necessary for analysis purposes and is commonly used to provide useful performance measures in adaptive signal processing [27]. In terms of analysis in this paper, we study only the stationary case due to space limitations, i.e., where the system matrix is fixed and statistics of the various input and noise signals are time-invariant, but the following analysis could be extended to a non-stationary model, such as the random-walk model (see [20]–[22]).

### B. Weighted Spatial-Temporal Energy Conservation Relation

Using the following error vectors:

\[
\hat{\psi}_k^{(i)} = \psi_k^{(i)} - \psi_k^{(i)} \quad \text{(weight-error vector)} \quad (16)
\]

\[
\mathbf{e}_{k,i} = \mathbf{d}_{k,i} - \mathbf{U}_{k,i} \psi_k^{(i-1)} \quad \text{(error vector)} \quad (17)
\]

to represent the update tap weights expression in dAPA, we obtain

\[
\hat{\psi}_k^{(i)} = \psi_k^{(i-1)} - \mu_k \mathbf{U}_{k,i}^{*}(\epsilon \mathbf{I} + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*})^{-1} \mathbf{e}_{k,i}. \quad (18)
\]

Multiplying both sides of (18) by \( \mathbf{U}_{k,i} \) from the left, (18) becomes

\[
\mathbf{U}_{k,i} \hat{\psi}_k^{(i)} = \mathbf{U}_{k,i} \psi_k^{(i-1)} - \mu_k \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*}(\epsilon \mathbf{I} + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*})^{-1} \mathbf{e}_{k,i}. \quad (19)
\]

The \textit{a posteriori} and \textit{a priori} error vectors \( \lbrace \mathbf{e}_{p,k,i}, \mathbf{e}_{a,k,i} \rbrace \) are introduced

\[
\mathbf{e}_{p,k,i} \triangleq \mathbf{U}_{k,i} \hat{\psi}_k^{(i)} \quad \text{and} \quad \mathbf{e}_{a,k,i} \triangleq \mathbf{U}_{k,i} \psi_k^{(i-1)}. \quad (20)
\]

As a result, we have

\[
\mathbf{e}_{p,k,i} = \mathbf{e}_{a,k,i} - \mu_k \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*}(\epsilon \mathbf{I} + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*})^{-1} \mathbf{e}_{k,i}. \quad (21)
\]

Note that the error vector is given by

\[
\mathbf{e}_{k,i} = \mathbf{U}_{k,i} \hat{\psi}_k^{(i)} + \mathbf{v}_{k,i} = \mathbf{e}_{a,k,i} + \mathbf{v}_{k,i}. \quad (21)
\]

where

\[
\mathbf{v}_{k,i} = \text{col} \lbrace \mathbf{v}_k(i), \mathbf{v}_k(i - 1), \ldots, \mathbf{v}_k(i - T + 1) \rbrace. \quad (22)
\]

We are interested in evaluating the following performance measure at each node \( k \):

\[
\eta_k \triangleq E[\psi_k^{(i)}] = E[\psi_k^{(i)}] \quad \text{(MSD)} \quad (23)
\]

\[
\zeta_k \triangleq E[\mathbf{u}_{k,i} \psi_k^{(i-1)}] = E[\psi_k^{(i-1)}] \quad \text{(EMSE)} \quad (24)
\]

\[
\xi_k \triangleq \zeta_k + \sigma_v^2 \quad \text{(MSE)} \quad (25)
\]

where under the assumed data conditions we introduce the weighted norm notation \( ||x||_{\Sigma}^2 \triangleq x^{*} \Sigma x \) with a vector \( x \) and a Hermitian positive definite matrix \( \Sigma > 0 \). In order to study the performance behavior of the dAPA algorithm for incremental networks, the method of weighted energy conservation described in [9], [17] is used in this paper. As a consequence, we firstly define the weighted \textit{a posteriori} and \textit{a priori} error vectors at node \( k \):

\[
\mathbf{e}_{p,k}^{(i)} \triangleq \mathbf{U}_{k,i} \psi_k^{(i)} \quad (26)
\]

\[
\mathbf{e}_{a,k}^{(i)} \triangleq \mathbf{U}_{k,i} \psi_k^{(i-1)} \quad (27)
\]

where \( \Sigma_k \) is a Hermitian positive-definite weighting matrix and free to choose for each node \( k \). Using the weighted definitions (26) and (27), we can expand (20) in terms of weighted error vectors and the regressor data as follows:

\[
\mathbf{e}_{p,k}^{(i)} = \mathbf{e}_{a,k}^{(i)} - \mu_k \mathbf{U}_{k,i} \Sigma_k \mathbf{u}_{k,i}^{*}(\epsilon \mathbf{I} + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*})^{-1} \mathbf{e}_{k,i}. \quad (28)
\]

If we choose the special case \( \Sigma_k = \mathbf{I} \), (28) is simplified to (20). With the assumption that \( \mathbf{U}_{k,i} \Sigma_k \mathbf{u}_{k,i}^{*} \) is invertible, (28) can be used to replace \( \mathbf{e}_{k,i} \) in (18). After rearrangement, we obtain

\[
\hat{\psi}_k^{(i)} \triangleq \psi_k^{(i-1)} + \mu_k \mathbf{U}_{k,i} \Sigma_k \mathbf{u}_{k,i}^{*}(\epsilon \mathbf{I} + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*})^{-1} \mathbf{e}_{p,k}^{(i)} \quad (29)
\]

If we equate the weighted energies of both sides of (29), we can establish the space-time version of the weighted energy-conservation relation for dAPA:

\[
||\psi_k^{(i)}||_{\Sigma_k}^2 + \mu_k \mathbf{e}_{k,i}^{*} \mathbf{A}_k \mathbf{e}_{k,i} \quad (29)
\]

\[
= ||\psi_{k-1}^{(i)}||_{\Sigma_k}^2 + \mu_k \mathbf{e}_{k,i}^{*} \mathbf{B}_k \mathbf{e}_{k,i} \quad (30)
\]

Then, substituting (28) into (30) and rearranging the result, we obtain

\[
||\hat{\psi}_k^{(i)}||_{\Sigma_k}^2 = ||\psi_{k-1}^{(i)}||_{\Sigma_k}^2 - \mu_k [\mathbf{e}_{k,i}^{*} \mathbf{A}_k \mathbf{e}_{k,i}] + \mu_k [\mathbf{e}_{k,i}^{*} \mathbf{B}_k \mathbf{e}_{k,i}] \quad (31)
\]

with

\[
\mathbf{A}_k = (\epsilon \mathbf{I} + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*})^{-1} \quad (32)
\]

\[
\mathbf{B}_k = (\epsilon \mathbf{I} + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*})^{-1} \mathbf{U}_{k,i} \Sigma_k \mathbf{u}_{k,i}^{*}(\epsilon \mathbf{I} + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^{*})^{-1} \quad (33)
\]

By using \( \epsilon = \mathbf{U}_{k,i} \psi_k^{(i)} + \mathbf{v}_{k,i} \), taking expectations of both sides and ignoring dependence between \( \mathbf{v}_{k,i} \) and \( \lbrace \mathbf{e}_{k,i}^{(i)}, \mathbf{e}_{a,k,i}^{(i)} \rbrace \) due to assumption A1), expression (31) becomes

\[
E[\hat{\psi}_k^{(i)}]_{\Sigma_k}^2 = E[\psi_{k-1}^{(i)}]_{\Sigma_k}^2 + \mu_k E[\mathbf{v}_{k,i}^{*} \mathbf{B}_k \mathbf{v}_{k,i}] \quad (34)
\]

where \( \Sigma_k \) is a stochastic weighting matrix

\[
\Sigma_k = \Sigma_k - \mu_k \mathbf{C}_k \mathbf{C}_k + \mu_k \mathbf{C}_k \Sigma_k \mathbf{C}_k^{*} + \mu_k^2 \mathbf{D}_k \quad (35)
\]

with

\[
\mathbf{C}_k = \mathbf{U}_{k,i} \mathbf{A}_k \mathbf{U}_{k,i} \quad \text{and} \quad \mathbf{D}_k = \mathbf{U}_{k,i} \mathbf{B}_k \mathbf{U}_{k,i} \quad (36)
\]
Equation (34) is difficult to evaluate due to the dependence of \( \Psi^{(i)}_{k-1} \) on previous regressors of \( \mathbf{U}_{k,i} \) and \( \Sigma_k \) on \( \mathbf{U}_{k,i} \). In order to resolve this problem in terms of analysis, we introduce an independence assumption on the regressor sequence \( \mathbf{U}_{k,i} \); namely:

A3) The matrix sequence \( \mathbf{U}_{k,i} \) is independent of \( \mathbf{U}_{k,i-1} \), which guarantees that \( \Psi^{(i)}_{k-1} \) is independent of both \( \mathbf{U}_{k,i} \) and \( \Sigma_k \). As compared to A2), A3) is a strong assumption. However, we can introduce a weaker assumption:

A3') \( \Psi^{(i)}_{k-1} \) is independent of \( \mathbf{U}_{k,i}^*(\epsilon + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^*)^{-1} \mathbf{U}_{k,i} \), which is derived from (35) for \( \Sigma_k \) to satisfy our purpose. We highlight that these assumptions violate the dAPA updating recursions, and hence they are not entirely realistic but they are necessary to facilitate analysis similar to those in [18, 19] used for the original non-distributed APA algorithm. When the step-size is sufficiently small, we can find a good match between theoretical and practical results, which is verified by simulations. For compactness of notation, the index \( i \) is dropped. Using this assumption, we can separate the expectation \( E[\Psi_{k-1}^2] \) into

\[
E[\Psi_{k-1}^2] = E[\Psi_{k-1}^2] + E[\Sigma_k^2]
\]

where the mean of the weighted matrix \( \Sigma_k \) is given by \( \Sigma_k = \Sigma_k' \cdot \Sigma_k' = \mu_k \Sigma_k E C_k - \mu_k E C_k \cdot \Sigma_k' + \mu_k^2 E D_k^2 \)

(38)

where \( \Sigma_k' \) is now a deterministic matrix. In this manner, expression (34) is replaced by

\[
E[\Psi_{k-1}^2] = E[\Psi_{k-1}^2] + \mu_k^2 E[\Sigma_k^2]
\]

(39)

For studying the behavior of the distributed learning algorithm, we need to evaluate the following three expressions:

\[
E C_k = E[\mathbf{U}_{k,i}^T \mathbf{A}_k \mathbf{U}_{k,i}]
\]

(40)

\[
E D_k^2 = E[\mathbf{U}_{k,i}^T \mathbf{A}_k \Sigma_k \mathbf{U}_{k,i} \mathbf{A}_k \mathbf{U}_{k,i}]
\]

(41)

\[
E[\Sigma_k^2] = E[\mathbf{U}_{k,i}^T \mathbf{S}_k \mathbf{U}_{k,i} \mathbf{A}_k \mathbf{V}_{k,i}]
\]

(42)

The terms in (41) and (42) are difficult to calculate, even the eigen-decomposition and diagonalization methods used for Gaussian data in [9] are not available to express (38) and (39) in a compact manner and thereby closed-forms of the mean-square quantities can not be obtained. To proceed, we need to extract \( \Sigma_k \) from the right-hand side expressions (41) and (42). This is achieved by vectorization and exploiting the property of Kronecker products.

C. Weighted Variance Relation

In order to evaluate \( E[\Psi_{k-1}^2] \), we now introduce \( M^2 \times 1 \) column vectors as in [17]:

\[
\sigma_k = \text{vec}(\Sigma_k), \quad \sigma_k' = \text{vec}(\Sigma_k')
\]

(43)

where the \( \text{vec} \{ \cdot \} \) notation is used in two ways: \( \sigma = \text{vec}(\Sigma) \) is an \( M^2 \times 1 \) column vector whose entries are formed by stacking the successive columns of an \( M \times M \) matrix on top of each other, and \( \Sigma = \text{vec}(\sigma) \), as will be used below, is a matrix whose entries are recovered from \( \sigma \). One useful property for the \( \text{vec} \{ \cdot \} \) notation when working with Kronecker products is the following. For any matrices \( \{ \mathbf{P}, \Sigma, \mathbf{Q} \} \) of compatible dimensions, it holds

\[
\text{vec}(\mathbf{P} \Sigma \mathbf{Q}) = (\mathbf{Q}^T \otimes \mathbf{P}) \text{vec}(\Sigma).
\]

(44)

By applying (44) to express some items in (38), we find that

\[
\text{vec}(\Sigma_k E C_k) = (E C_k^T \otimes I) \sigma_k
\]

(45)

\[
\text{vec}(E C_k \Sigma_k) = (I \otimes E C_k) \sigma_k
\]

(46)

\[
\text{vec}(E D_k^2) = E[ \mathbf{C}_k^T \otimes \mathbf{C}_k] \sigma_k.
\]

(47)

Therefore, using (44) in (38), we obtain a linear relation between the corresponding vectors \( \{ \sigma_k', \sigma_k \} \), namely

\[
\sigma_k' = \Gamma_k \sigma_k
\]

(48)

where \( \Gamma_k \) is an \( M^2 \times M^2 \) matrix and given by

\[
\Gamma_k \triangleq \frac{\mu_k^T E C_k^T \otimes I - \mu_k(I \otimes E C_k) + \mu_k^2 E[ \mathbf{C}_k^T \otimes \mathbf{C}_k] - \mu_k^2 E C_k^T \otimes I}{\mu_k^2 E C_k^T \otimes I}
\]

(49)

As a result, expression (39) becomes

\[
E[\Psi_{k-1}^2]_{\text{vec}(\sigma_k)} = E[\Psi_{k-1}^2]_{\text{vec}(\sigma_k)} + \mu_k^2 E[\Sigma_k^2] \Sigma_k
\]

(50)

For the sake of clarity, we reintroduce the time index \( i \) but drop the \( \text{vec} \{ \cdot \} \) notation from the subscripts in (50) for compactness. Expression (50) becomes

\[
E[\Psi_{k-1}^2] = E[\Psi_{k-1}^2] + \mu_k^2 E[v_k^T \Sigma_k v_k] + \mu_k^2 E[\Sigma_k^2] \Sigma_k
\]

(51)

Due to the assumption that \( \mathbf{v}_{k,i} \) is independent from \( \mathbf{U}_{k,i} \), the last item (51) can be written as

\[
\mu_k^2 E[\mathbf{v}_{k,i}^T \Sigma_k^2 \mathbf{v}_{k,i}] = \mu_k^2 \gamma_k^2 \mathbf{v}_{k,i} \mathbf{v}_{k,i}^T \mathbf{T}_k \Sigma_k
\]

(52)

where \( \mathbf{T}_k = \mathbf{U}_{k,i}^*(\epsilon + \mathbf{U}_{k,i} \mathbf{U}_{k,i}^* \mathbf{U}_{k,i}^*)^{-2} \mathbf{U}_{k,i} \) and \( \gamma_k = \text{vec}(\mathbf{E} \Phi_k) \).

Therefore, expression (51) can be written in a compact manner as

\[
E[\Psi_{k-1}^2] = E[\Psi_{k-1}^2] + \mu_k^2 \gamma_k^2 \mathbf{T}_k \Sigma_k
\]

(53)

D. Learning Curves

Expression (53) involves spatially local information from two nodes, namely, \( \Psi_{k-1}^2 \) and \( \Psi_{k-1}^2 \mathbf{T}_k \). The ring topology with the weighting matrices enables us to resolve this problem. By iterating (53), \( N \) coupled equalities are obtained:

\[
E[\Psi_{k,n}^2] = E[\Psi_{k,n-1}^2] + g_{n-1} \sigma_k
\]

(54)

\[
E[\Psi_{k,n}^2] = E[\Psi_{k,n-1}^2] + g_{n-1} \sigma_k
\]

(55)

Authorized licensed use limited to: LOUGHBOROUGH UNIVERSITY. Downloaded on January 8, 2010 at 07:07 from IEEE Xplore. Restrictions apply.
with \( g_k = \mu_k^2 \bar{C}_k \gamma_k^T \). In order to describe the energy flow through the nodes it is necessary to connect the free parameters \( \sigma_k \) and \( \sigma_{k-1} \). Following the approach in [9], we adopt a linear relation as \( \sigma_{k-1} = F_k \sigma_k \) and thereby combine (54) and (55) to obtain

\[
E[|\tilde{\psi}_k^{(i)}|^2] = E[|\tilde{\psi}_{k-1}^{(i)}|^2|\sigma_{k-1} + g_k \sigma_k
= E[|\tilde{\psi}_{k-2}^{(i)}|^2|F_{k-1} F_k \sigma_k + g_{k-1} F_k \sigma_k + g_k \sigma_k
\]

where \( F_k \) is as in (49) and includes statistics of local data. The matrix \( F_k \) turns out to determine the dynamics of propagation of the energy through the network. Conditions to ensure stability and convergence end up depending on the matrix \( F_k \). A detailed discussion on such energy relations appears in [27]. Iterating in this way, we can obtain an equality involving only \( \tilde{\psi}_{k-1}^{(i)} \) and \( \tilde{\psi}_{k-1}^{(i)} \), namely

\[
E[|\tilde{\psi}_{k-1}^{(i)}|^2|\sigma_{k-1}] = E[|\tilde{\psi}_{k-1}^{(i)}|^2|F_{k-1} F_k \sigma_k + g_{k-1} F_k \sigma_k + g_k \sigma_k
\]

We should note that the a posteriori and a priori error vectors \( \{\tilde{v}_k^{(i)}, \tilde{v}_k^{(i)}\} \) have spatial connection, which is different from the traditional terminology as in [17]. By choosing \( \sigma_{k-1} = q = \text{vec}(I) \), we formulate the closed-form expression for the MSD learning curve at node \( k \):

\[
E[|\tilde{\psi}_{k-1}^{(i)}|^2] = E[|\tilde{\psi}_{k-1}^{(i)}|^2|F_{k-1} F_k \sigma_k + g_{k-1} F_k \sigma_k + g_k \sigma_k
\]

where the product of \( F_k \) matrices for each node, \( \Pi_{k-1} \), and the \( 1 \times M^2 \) row vector \( \sigma_{k-1} \) are defined by

\[
\Pi_{k-1} = F_{k-1} F_k \cdots F_{k-N} F_k \cdots F_{k-2} F_k \sigma_k + g_{k-2} F_k \sigma_k + g_k \sigma_k
\]

Therefore, the theoretical transient performance of the MSD of node \( k \) is formulated as

\[
E[|\tilde{\psi}_{k-1}^{(i)}|^2] = E[|\tilde{\psi}_{k-1}^{(i)}|^2|F_{k-1} \sigma_k + g_k \sigma_k
\]

where the vectors \( f_{k-1} \) and \( \beta_{k-1} \) are given respectively by

\[
f_{k-1} = F_{k-1} f_k, \quad f_1 = \sigma_1
\]

\[
\beta_{k-1} = \beta_{k-2} + f_{k-1}, \quad \beta_1 = M^2 \times 1 \text{ null vector}
\]

Let \( E[|\tilde{e}_{n,k}^{(i)}|^2] \) and \( E[|\tilde{e}_{n,k}^{(i)}|^2] \) respectively denote the EMSE and MSE learning curves of the set of adaptive filters, in terms of time iterations, indexed for \( k = 1, 2, \ldots, N \). Under the assumption that \( \tilde{V}_{n,k} \) is i.i.d., we obtain

\[
E[|\tilde{e}_{n,k}^{(i)}|^2] = E[|\tilde{V}_{n,k}^{(i)}|^2] = E[|\tilde{V}_{n,k}^{(i)}|^2]
\]

which are used to evaluate the learning curves. Thus, the selection of \( \sigma_{k-1} = r_k = \text{vec}(R_{n,k}) \) leads to the closed-form expressions for EMSE and MSE learning curves at node \( k \):

\[
E[|\tilde{e}_{n,k}^{(i)}|^2] = E[|\tilde{V}_{n,k}^{(i)}|^2] + a_{k-1} \beta_{k-1}
\]

\[
E[|\tilde{e}_{n,k}^{(i)}|^2] = E[|\tilde{V}_{n,k}^{(i)}|^2] + a_{k-1} \beta_{k-1}
\]

where the vectors \( f_{k-1} \) and \( \beta_{k-1} \) are formulated by

\[
f_{k-1} = \Pi_{k-1,1} f_{k-2}, \quad f_1 = \sigma_1
\]

\[
\beta_{k-1} = \beta_{k-2} + f_{k-1}, \quad \beta_1 = M^2 \times 1 \text{ null vector}
\]

E. Mean and Mean-Square Stability

Substitute \( \tilde{e}_{n,k}^{(i)} \) in (18) by (21), we obtain the relationship expression between \( \tilde{\psi}_k^{(i)} \) and \( \tilde{\psi}_k^{(i)} \) as

\[
\tilde{\psi}_k^{(i)} = (I - \mu_k U_{k-1}^T (eI + U_{k-1} U_{k-1}^T)^{-1} U_{k-1}) \tilde{\psi}_{k-1}^{(i)}
\]

\[
- \mu_k U_{k-1}^T (eI + U_{k-1} U_{k-1}^T)^{-1} \tilde{V}_{k-1}^{(i)}
\]

Then, taking expectation of both sides, we have the corresponding result for the evolution of the mean of the weight-error vector:

\[
E[\tilde{\psi}_k^{(i)}] = (I - \mu_k E C_k) E[\tilde{\psi}_{k-1}^{(i)}]
\]

To guarantee convergence in the mean of dAPA, the step-size \( \mu_k \) should satisfy the condition

\[
\mu_k < \frac{2}{\lambda_{\text{max}}(E C_k)}, \quad k = 1, \ldots, N
\]

Note, it is not necessary for there to be an infinite number of nodes for this to hold, as through the incremental learning the repeated visits of the nodes at each discrete time \( i \) will achieve convergence with only a finite number of nodes. In the same way, dAPA will be said to be mean-square stable if the eigenvalues of \( F_k \) from (53) satisfy \(-1 < \lambda(F_k) < 1\) as in [17]. Therefore, we express the matrix \( F_k \) in (49) as

\[
F_k = I - \mu_k X_k + \mu_k^3 Y_k, \quad k = 1, \ldots, N
\]

with \( X_k = E C_k^T \otimes I + I \otimes E C_k \) and \( Y_k = E[C_k^T \otimes C_k] \).

Exploiting the approach as in [17], the convergence of the mean-square error of dAPA will be achieved for values of \( \mu_k \) in the range

\[
0 < \mu_k < \min \left\{ \frac{1}{\lambda_{\text{max}}(X_k)}, \frac{1}{\lambda_{\text{max}}(H_k) \in \mathbb{R}^+} \right\}
\]

where the second condition is the reciprocal value of the largest positive eigenvalue of

\[
H_k = \begin{pmatrix} \frac{1}{2} X_k & -\frac{1}{2} Y_k \\ I & 0 \end{pmatrix}
\]
F. Steady-State Behavior

In the above, the variance relation (53) is used to evaluate the transient behavior of dAPA. The same variance relation can be also used to characterize the steady-state mean-square performance of dAPA. For the convenience of studying the steady-state performance of dAPA, letting \( \mathbf{p}_k = \psi_k^{(\infty)} \), we can rewrite (53) as

\[
E[\|\mathbf{p}_k\|^2] = E[\|\mathbf{p}_{k-1}\|^2] + g_k \sigma_k
\]

(72)

where the step-size \( \mu_k \) of \( g_k = \mu_k^2 \sigma_k^2 \mathbf{r}_k^T \) is chosen to guarantee stability of the filter. Iterating (72) for an incremental network and choosing the proper weighting vectors \( \sigma_k \) for \( k = 1, 2, \ldots, N \), we obtain an expression only containing \( \mathbf{p}_{k-1} \), given by

\[
E[\|\mathbf{p}_{k-1}\|^2] = E[\|\mathbf{p}_{k-1}\|\mathbf{F}_N \mathbf{F}_1 \cdots \mathbf{F}_{k-1} \sigma_{k-1} + g_k \mathbf{F}_{k+1} \cdots \mathbf{F}_N \mathbf{F}_1 \cdots \mathbf{F}_{k-1} \sigma_{k-1} + 
\]

\[
+ g_{k+1} \mathbf{F}_{k+2} \cdots \mathbf{F}_N \mathbf{F}_1 \cdots \mathbf{F}_{k-1} \sigma_{k-1} + 
\]

\[
\cdots + g_{k-2} \mathbf{F}_{k-1} \sigma_{k-1} + g_{k-1} \sigma_{k-1}. \]

(73)

Using (59) and (60) to simplify this expression, we get

\[
E[\|\mathbf{p}_{k-1}\|^2] = a_{k-1} \sigma_{k-1}. \]

(74)

We can use expression (74) to evaluate the performance measures at node \( k \), as follows:

\[
\gamma_k = E[\|\mathbf{p}_{k-1}\|^2], \quad q = \text{vec} \{ \mathbf{F} \} \quad (\text{MSD})\]

(75)

\[
\zeta_k = E[\|\mathbf{p}_{k-1}\|], \quad r_k = \text{vec} \{ \mathbf{R}_{a_k} \}, \quad (\text{EMSE}) \]

(76)

\[
\xi_k = \zeta_k + \sigma_k^2 \quad (\text{MSE}). \]

(77)

Since we are free to choose the weighting vector \( \sigma_{k-1} \), we can exploit it to calculate the steady-state performance of each node. When we select the weighting vector \( \sigma_{k-1} \) as the solution of the linear equation \( (I - \Pi_{k-1,1}) \sigma_{k-1} = q \) or \( (I - \Pi_{k-1,1}) \sigma_{k-1} = r_k \), the desired MSD, EMSE and MSE at node \( k \) are obtained as

\[
\gamma_k = a_{k-1} (I - \Pi_{k-1,1})^{-1} q, \quad (\text{MSD}) \]

(78)

\[
\zeta_k = a_{k-1} (I - \Pi_{k-1,1})^{-1} r_k, \quad (\text{EMSE}) \]

(79)

\[
\xi_k = \zeta_k + \sigma_k^2, \quad (\text{MSE}). \]

(80)

The matrix \( \Pi_{k-1,1} \) can be regarded as the transition matrix for the weighting vector \( \sigma_{k-1} \) and the vector \( a_{k-1} \) can be interpreted as the effect of combining the transformed noise and local data statistics from all the nodes in the ring topology.

The distributed normalized LMS (dNLM) algorithm can be regarded as a special case for dAPA with the number of recent regressors \( T = 1 \). Since the autocorrelation matrix \( \mathbf{R}_{a_k} \) of the input at each node is a Hermitian matrix, we can exploit unitary \( \mathbf{G}_k \) and a diagonal matrix \( \mathbf{A}_k \) with the eigenvalues of \( \mathbf{R}_{a_k} \) to decompose the autocorrelation matrix into \( \mathbf{R}_{a_k} = \mathbf{G}_k \mathbf{A}_k \mathbf{G}_k^* \). Using the following transformed quantities

\[
\mathbf{p}_k = G_k^* \mathbf{p}_k, \quad \mathbf{u}_k = \mathbf{u}_k G_k \sum_k = G_k^* \sum_k G_k, \quad \sum_k = G_k^* \sum_k G_k \]

we can obtain that \( \| \mathbf{p}_{k-1} \|^2 = \| \mathbf{p}_{k-1} \|^2 \) and \( \| \mathbf{u}_k \|^2 = \| \mathbf{u}_k \|^2 \). In addition, at the steady-state stage, we can rewrite (40) for dNLMS as

\[
E \mathcal{C}_k \approx \frac{\lambda_k}{\epsilon + \text{Tr}(\mathbf{R}_{a_k})} \quad (81)
\]

which is a diagonal matrix. For a small step-size, \( \mathbf{F}_k \approx I - \mu_k (E \mathcal{C}_k \otimes I) - \mu_k (I \otimes E \mathcal{C}_k) \), namely, \( \mathbf{F}_k \) also becomes a diagonal matrix. Therefore, matrix \( \Pi_{k-1,1} = \Pi = \mathbf{F}_1 \mathbf{F}_2 \cdots \mathbf{F}_N \) will be diagonal as well and \( a_{k-1} \approx \sum_{k=1}^N g_k \). Using \( E[\|\mathbf{p}_{k-1}\|^2] = E[\|\mathbf{p}_{k-1}\|^2] \), we can rewrite (78) as

\[
\eta_k \approx \sum_{k=1}^N g_k (I - \Pi)^{-1} q \quad (82)
\]

which clearly explains why there is an equalization effect on the MSD of dNLMS throughout the network, and is verified in Figs. 7 and 10 even for a large step-size. We now proceed to confirm these values through Monte Carlo simulations.

IV. SIMULATIONS

The above analysis is based on the independence assumptions (A2) and (A3), but simulations presented in this paper were carried out under independence assumption (A2) or a more realistic situation where the input regressors have shift structure and are generated by feeding data \( u_k(i) \) into a tapped delay line as

\[
u_{k,i} = \text{col} \{ u_k(i), u_k(i-1), \ldots, u_k(i-M+1) \}. \]

As mentioned in [23], the regularization parameter \( \epsilon \) plays a role in the convergence behavior of APA-based algorithms.

A large regularization parameter results in a small step-size, which implies that an APA-based solution has a slow convergence rate but a small misadjustment error in the steady-state, while a small \( \epsilon \) provides a large step-size, which causes a poor steady-state performance but a fast convergence rate during learning. In all the experiments, the regularization parameter \( \epsilon = 0.001 \) is set as a small value, whose influence on the step-size \( \hat{\mu}_k \) of the APA-based solutions is very small and can be neglected. All the coefficients of the adaptive filters within the network are initialized to zeros.

A. Comparison of Distributed Algorithms

In the first experiment, we evaluate the proposed algorithm with shift structure in the inputs for an incremental network in a system identification scenario, which corresponds to identifying the parameter vector \( u^T \) in (4). Consider a network with \( N = 50 \) nodes in order to seek the two unknown filters with \( M = 40 \), whose z-domain transfer functions are given by,

\[
W_1(z) = \sum_{n=0}^{10} z^{-n} - \sum_{n=21}^{M-1} z^{-n} \quad \text{and} \quad W_2(z) = -\sum_{n=0}^{M-1} z^{-n} \quad (84)
\]

where \( u^T(z) = W_1(z) \) for \( i = 4000 \) and \( u^T(z) = W_2(z) \) for \( 4000 < i \leq 8000 \). The elements of the vector \( u_k(i) \) in (4) within this simulation are generated by passing a unit-variance
white Gaussian sequence through a coloring filter (proposed in [21]) with the system function as

\[
H(z) = 0.1 - 0.2z^{-1} - 0.3z^{-2} + 0.4z^{-3} + 0.4z^{-4} + 0.2z^{-5} - 0.1z^{-6}
\]

which results in the input correlation matrix of each node having an eigenvalue spread \(\lambda_{\text{max}}/\lambda_{\text{min}} \approx 91.85\). The noise term in (4) is a white additive uncorrelated noise component with variance \(\delta_{n,k}^2 = 0.01\). As seen in [10], when the forgetting factor \(\tau_k\) reaches close to unity, both dRLS and Lc-dRLS enable the networks to have similar steady-state performance. However, Lc-dRLS has slow convergence rate during the initial learning stage due to the matrix \(\hat{P}_k\) evolving locally. As such, dRLS is chosen in the comparison experiment. Each node within the incremental network is trained by exploiting either dLMS with step-size \(\mu_k = 0.001\), or dAPA with step-size \(\mu_k = 0.0125\), or dRLS, for which we select the forgetting factor \(\tau_k = 0.95\), the initial value of \(\hat{H}_0 = c^{-1}I\) and the spatial weighting factor \(\psi_k = 1\). Since the spatial weighting factor \(\psi_k\) in [11] is not considered by other distributed algorithms, \(\psi_k = 1\) ensures a fair comparison. The selection of the parameters for the different algorithms allows dLMS, dAPA and dRLS to converge to a similar steady-state EMSE. On the other hand, as shown in Fig. 19, the setting \(T = 3\) enables dAPA to have approximately one-third of the computational cost of dRLS per node. For dRLS, the small value of \(\tau_k\) gives more relevance to recent data in the estimation process so that changes in the input can be better tracked. We therefore select \(\tau_k = 0.95\), which corresponds to a window length of \(\approx (1-\tau_k)^{-1} = 20\), to ensure dRLS has the fastest performance over other algorithms in the time-varying \(\nu(t)\) environment. The curves are shown in Fig. 2 by running 8000 iterations and averaging 500 Monte Carlo runs, where iteration stands for discrete time. This figure shows that the dRLS algorithm obtains the fastest convergence rate with the largest computational complexity, while the dLMS algorithm has the slowest convergence rate with the smallest computational complexity. The dAPA algorithm provides good compromise between convergence behavior and computational complexity, namely, dAPA achieves the improved convergence rate with reasonable computational cost. Since for each learning scheme the performances are similar at different nodes, Fig. 2 illustrates a comparison of the EMSE learning curves of the different distributed schemes only at node 8.

In the following examples, computer simulations are performed to compare the experimental results with the theoretical values obtained by using the theoretical expressions. Consider a network with \(N = 20\) nodes in order to seek an unknown parameter vector with \(M = 10\) as in (4), whose elements are generated randomly from a standardized Gaussian or uniform distribution. The correlated elements of \(u_{k,i}\) as in (4) at each node are obtained by passing a white Gaussian or uniform random process with variance \(\sigma_{u,k}^2 = 1\) through a first-order autoregressive (AR) model filter with \(z\)-domain transfer function \(\sqrt{1-\alpha_k^2}(1-\alpha_k z^{-1})\) and \(\alpha_k \in [0,0.5]\). It follows that the auto-correlation sequence of the resulting process \(u_k(i)\) is

\[
\nu_k(m) = E[u_k(i)u_k(i-m)] = \delta_{u,k}^2\alpha_k^{|m|}
\]

for all integer values \(m\). In this way, the covariance matrix \(R_{u,k}\) of the regressor vector \(u_{k,i}\) is a \(10 \times 10\) Toeplitz matrix with entries \(\nu_k(m) = \delta_{u,k}^2\alpha_k^{|m|}, m = 0, \ldots, M-1\). The noise term in (4) of each node is a white Gaussian process with variance \(\delta_{n,k}^2 \in (0,0.1]\). Fig. 3 illustrates respectively the node profiles of \(\delta_{v,k}^2\) and \(\alpha_k\) for both colored Gaussian network inputs and colored uniform data network inputs. Furthermore, as seen in Fig. 3, since node 5 and node 12 have the most highly correlated inputs within the corresponding networks, we draw a comparison of their performance between theory and practice in the following examples.
Fig. 4. Simulated MSE curves of dAPA as a function of the step-size: a) Node 5 in the colored Gaussian data network; b) node 12 in the colored uniform data network.
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**TABLE II**

| $\lambda_{\text{max}}(E|C_5)$ | $\lambda_{\text{max}}(X_5, Y_5)$ | $\lambda_{\text{max}}(E) \in \mathbb{R}^+$ | $\mu_{\text{max}}$ |
|-----------------------------|-----------------------------|-----------------------------|----------------|
| T=1                        | 9.1204                     | 2.0003                     | 3.0117          | 2.0003          |
| T=2                        | 6.5406                     | 2.0004                     | 3.9605          | 2.0004          |
| T=4                        | 3.9959                     | 2.0005                     | 3.4544          | 2.0005          |
| T=6                        | 2.8628                     | 2.0008                     | 2.8974          | 2.0008          |

**TABLE III**

| $\lambda_{\text{max}}(E|C_{12})$ | $\lambda_{\text{max}}(X_{12}, Y_{12})$ | $\lambda_{\text{max}}(E) \in \mathbb{R}^+$ | $\mu_{\text{max}}$ |
|-----------------------------|-----------------------------|-----------------------------|----------------|
| T=1                        | 10.3941                    | 2.0002                     | 5.5859          | 2.0002          |
| T=2                        | 7.1882                     | 2.0003                     | 4.1698          | 2.0003          |
| T=4                        | 4.1641                     | 2.0004                     | 3.4132          | 2.0004          |
| T=6                        | 2.9241                     | 2.0006                     | 2.9498          | 2.0006          |

**Fig. 5. Learning MSE curves of dAPA using $\mu_k = 0.01$ for node 5 in the colored Gaussian data network.**

**Fig. 6. Learning MSE curves of dAPA using $\mu_k = 0.01$ for node 12 in the colored uniform data network.**

### B. Mean and Mean-Square Stability

The experimental values are obtained by running dAPA for 10,000 iterations and then averaged over 100 independent experiments to generate the ensemble-average curves. Using expressions (68) and (70), we evaluate the step-size bounds for dAPA with shift structure at the two corresponding nodes in Tables II and III, which verify that the stability bounds on $\mu_k$ are approximately $0 < \mu_k < 2$. This fact is further confirmed in Fig. 4, where steady-state MSE curves are plotted as a function of the step-size. $X_5$, $Y_5$, $X_{12}$, and $Y_{12}$ which are involved in evaluating the expectations for the bounds of step-size, are calculated via ensemble averaging.

### C. Transient Performance

Figs. 5 and 6 illustrate the transient performance curves of dAPA with shift structure during the initial 180 samples. Since we choose the same step-size as $\mu_k = 0.01$ for dAPA with different $T$, increasing $T$ results in faster convergence rate but poor misadjustment expected in the steady-state, namely, dNLMS obtains the best steady-state performance, which can be clearly seen in Fig. 4. For the transient performance, the simulation results present good agreement with the theoretical results using (65), where $F_k$ and $a_k$ are calculated by ensemble averaging.

### D. Steady-State Performance

In these simulations, we aim at satisfy independence assumption A2). Therefore, we perform the following simulations with temporally independent Gaussian or uniform inputs, i.e., the elements of $u_{k,i}$ in (4) satisfy the temporal assumption in A2). At each node the regressors are generated as independent realizations, so that the spatial assumption in A2) is satisfied. The sample temporal correlation indexes for those inputs are as shown in Fig. 3. This figure also illustrates the noise power
at each node for the corresponding networks. In Figs. 7–18, it is clear to see a good match between theory and simulation. The simulated curves are obtained by averaging the last 1000 instantaneous samples of 10,000 iterations and then averaging 100 independent trials. The theoretical results are calculated by using expressions (78)–(80). Figs. 7–12 show the steady-state MSD, EMSE and MSE curves of dAPA with different $T$ using a particular choice of the step-size $\mu_k = 0.2$ for both the colored Gaussian input data network and the colored uniform input data network. These quantities combine the transformed noise and local statistics from the whole network. As expression (82) claims, even for a large step-size $\mu_k = 0.2$, the MSD curves of dNLMS in Figs. 7 and 10, are approximately flat throughout the networks. Increasing the rank $T$ of dAPA leads to large fluctuations of the MSD curves. Compared to the MSD, the EMSE and the MSE are more sensitive to local statistics. Since the theoretical MSD of dNLMS is roughly even over the network (82), (79) enables the EMSE curves of dNLMS to have a similar shape as the correlation index. As can be seen in Figs. 8 and 11, there seems a better fit between theory and practice for the steady state EMSE of dAPA with ranks $T = 2, 4, 6$, which is mostly due to the steady-state EMSE of dNLMS having the smallest absolute value around $-21.4$ dB for the Gaussian input network or around $-22.4$ dB for the uniform inputs network. For each node, for the difference between theory and simulation, dNLMS has smaller absolute value than dAPA, for example, as shown in Fig. 11 for node 13 the absolute gap value of dNLMS between $-22.25$ dB and $-22.65$ dB is about 0.00052 while that
of dAPA with $T = 4$ between $-20.4$ dB and $-20.7$ dB is also about 0.0006. In addition, the theoretical results of MSE evaluated by expressions (80) are very close to the simulated results even with the large step-size $\mu_k = 0.2$ as shown in Figs. 9 and 12. It should be highlighted that the assumptions in A3) and A3’) underlie the mismatch between the theoretical and simulated results.

Moreover, as shown in Figs. 9 and 12, the MSE curves roughly coincide with the noise power, which indicates that when the proper step-sizes $\mu_k$ are chosen, the adaptive filter of each node has good performance and $w^\infty_k$ can be well estimated by $v_k(\infty)$, namely, the residual error $e_k(\infty)$ is close to the background noise. In addition, we obtain similar finding as in [9] if the whole network is required to have an equalized performance, Figs. 9 and 12 confirm that the spatial diversity of the adaptive networks can be used to design the step-size for...
each node. Nodes with poor performance, or high noise level, can be tuned with properly small step-sizes to guarantee a good level of performance equalization throughout the network. In certain cases, they are just relay nodes. Figs. 13–18 illustrate the steady-state MSD, EMSE and MSE curves of dNLMS and dAPA at node 5 for the colored Gaussian input data network and at node 5 for the colored uniform input data network for different choices of the step-size in the range \(10^{-2} \text{ to } 10^{-6}\), which guarantees the stability of the scheme as mentioned before. The experimental values match well with the theoretical values for small step-size but deviate from the theoretical ones for a larger step-size and larger \(T\).

V. CONCLUSION AND FUTURE WORK

In this paper, we have considered new incremental adaptive learning algorithms based on APA for a distributed network and presented detailed performance analysis based on the weighted space-time energy conservation approach of Lopes and Sayed [9] under assumptions A1), A2), and A3"). The theoretical expressions for MSD, EMSE and MSE, derived in this paper, do not restrict the distribution of the inputs to being Gaussian or white. Both stationary environments and one simple non-stationary environment were considered to test the proposed algorithm. Compared to the dRLS algorithm for certain regressor lengths, the dAPA algorithm at each node involves less computational cost and reduced inter-node communications and memory cost whilst retaining an acceptable steady-state performance. In addition, this algorithm has obtained improved performance as compared to dLMS in the highly correlated input case. The bounds of the step-size for mean and mean-square stability of dAPA have also been evaluated, which have been employed consistently within the simulation experiments. Furthermore, we have compared the theoretical expressions with the simulated results, for both the transient and steady-state performance of dAPA in both Gaussian data network and uniform data network. In addition, we can clearly see that the theoretical results of the steady-state performance have a good match with the experimental results for small step-size.

In the problem of incremental estimation, a Hamiltonian cyclic path through the network is required to be defined and nodes communicate with neighbors within this path. However, this strategy limits the mode of node collaboration in the network and the ability of the network to respond to a topological change, which is likely to be problematic in practical wireless sensor networks. Thus, if more communication and computation resources are available, more sophisticated cooperative modes (rather than the incremental type) for the APA-based algorithm can also be pursued, e.g., a diffusion mode of the form used in [24]–[26], where each node cooperates with a subset of neighboring nodes, but this will be very much dependent upon the network size and topology. These topics will be addressed in future work.
TABLE IV
Comparison of the Estimated Complexity per Iteration per Node for Various Algorithms for the Case of Real-Valued Data

<table>
<thead>
<tr>
<th>Solution</th>
<th>×</th>
<th>+</th>
<th>÷</th>
</tr>
</thead>
<tbody>
<tr>
<td>dLMS</td>
<td>2M+1</td>
<td>2M</td>
<td></td>
</tr>
<tr>
<td>dNLMS</td>
<td>3M+1</td>
<td>3M</td>
<td>1</td>
</tr>
<tr>
<td>dAPA</td>
<td>4T^2M+2T^1M +M+T^3+4T</td>
<td>4T^2M+8T</td>
<td>1</td>
</tr>
<tr>
<td>dRLS</td>
<td>4M^2+16M+1</td>
<td>4M^2+12M-1</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE V
Comparison of the Estimated Complexity per Iteration per Node for Various Algorithms for the Case of Complex-Valued Data

<table>
<thead>
<tr>
<th>Solution</th>
<th>×</th>
<th>+</th>
<th>÷</th>
</tr>
</thead>
<tbody>
<tr>
<td>dLMS</td>
<td>8M+2</td>
<td>8M</td>
<td></td>
</tr>
<tr>
<td>dNLMS</td>
<td>10M+2</td>
<td>10M</td>
<td>1</td>
</tr>
<tr>
<td>dAPA</td>
<td>4T^2M+8T</td>
<td>4T^2M+8T</td>
<td>1</td>
</tr>
<tr>
<td>dRLS</td>
<td>4M^2+16M+1</td>
<td>4M^2+12M-1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 19. Complexity comparison in terms of operations per node for various algorithms (dLMS, dNLMS, dAPA and dRLS).

APPENDIX
Comparison of Complexity, Memory and Transmission Costs

The computational costs for the different schemes in the same style as the presented complexity formulas in [17] are compared in this appendix. Tables IV and V show the total number of operations of various algorithms per node per time instant for real-value data and complex-valued data, respectively. The complexity comparison for each update of the different algorithms per node is depicted in Fig. 19, where we note that the increase of the tap length M enables the maximum T of dAPA, which has lower complexity than dRLS, to become larger, e.g., at M = 25, dAPA has less complexity than dRLS when T < 5, whereas at M = 90, T < 9. In addition, as presented in [5], dAPA requires intermediate memory cost between dLMS and dRLS, and the same O(M) transmission complexity as dLMS.
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