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Heuristic Pattern Correction Scheme Using Adaptively Trained Generalized Regression Neural Networks
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Abstract—In many pattern classification problems, an intelligent neural system is required which can learn the newly encountered but misclassified patterns incrementally, while keeping a good classification performance over the past patterns stored in the network. In this paper, an heuristic pattern correction scheme is proposed using adaptively trained generalized regression neural networks (GRNNs). The scheme is based upon both network growing and dual-stage shrinking mechanisms. In the network growing phase, a subset of the misclassified patterns in each incoming data set is iteratively added into the network until all the patterns in the incoming data set are classified correctly. Then, the redundancy in the growing phase is removed in the dual-stage network shrinking. Both long- and short-term memory models are considered in the network shrinking, which are motivated from biological study of the brain. The learning capability of the proposed scheme is investigated through extensive simulation studies.

Index Terms—Generalized regression neural networks (GRNNs), incremental learning, pattern classification, pattern correction.

I. INTRODUCTION

NEURAL networks have been successfully used in many pattern classification tasks [1]. Incremental training is an efficient learning mechanism for neural networks that adds new knowledge without reinitializing the entire network. The development of promising incremental learning methods has therefore been an issue of great interest in the study of neural networks [2]–[10].

In the last decade, many successful applications using the family of radial basis function neural networks (RBF-NNs) [11], [12] for the development of incremental training systems have been reported [2]–[6], [10]. In [2], incremental training is achieved by adding RBFs into the network and then adjusting their shape parameters. In contrast, in [3] a new RBF is created as a mixture of Gaussian distributions and this learning method is applied to multilingual handwritten character recognition. In recent work [10], a different incremental learning technique was proposed, in which new patterns are included with a relearning of the interfered patterns retrieved from past input patterns stored in the network.

Probabilistic neural networks (PNNs) [13] and generalized regression neural networks (GRNNs) [14] are the paradigms of RBF-NNs and share a special property, namely that they do not require iterative training; the weight vector between the RBFs and the output unit can be fixed as the target vector. This attractive property is particularly useful in online use of the pattern classifier, as incremental operation may be quickly achieved. Therefore, for application to online pattern correction of the misclassified patterns, the use of these networks is suitable since, in practice, the size of the incoming data set is normally very large.

In this paper, an heuristic online batch pattern correction scheme is proposed based upon a GRNN with both network growing and dual-stage shrinking mechanisms.

In the network growing phase, a subset of the misclassified patterns in the incoming data set available at cycle \( n \) is added into the network until there is no classification error within the incoming data set. Then, the grown number of centroids is reduced in the dual-stage shrinking phase. In the shrinking mechanism, a new concept of both long and short-term centroids is introduced. Moreover, the short-term centroid sets form a layered shape, representing a more hierarchical memory structure.

The proposed scheme, unlike the Parzen classifier-based approaches in [18], [19], takes an instance-based approach with the aid of an hierarchical data partitioning mechanism, which eliminates the need for statistical density approximation and its associated considerable mathematical complexity.

In the next section, the heuristic pattern correction scheme using a GRNN is described. The network growing and shrinking mechanisms are described in detail in Sections III and IV. Section V is devoted to the simulation studies of the proposed scheme using three different data sets for pattern classification tasks from different domains and the learning capability of the proposed scheme is evaluated through extensive experimental results.

II. THE HEURISTIC PATTERN CORRECTION SCHEME

The proposed heuristic pattern correction scheme is based upon a dual network reconfiguration process. The first stage involves network growing, in which a subset of the misclassified patterns in the incoming data set at cycle \( n \) is selected and added into the network. In the second stage, the network is reconfigured by a dual-stage network shrinking mechanism.
According to biological study [21], memory in the brain can be divided into two different types, i.e., long- and short-term memory, depending on the retention time. In [21] and [11], it is also highlighted that long-term memory represents knowledge stored in the brain for a long time or permanently, while short-term memory is a compilation of knowledge representing the "current" state of the environment.

In the proposed pattern correction scheme, the concept of both long- and short-term memory models are, therefore, considered and realized in terms of leakage in the information in the network represented by the centroids.

The skeleton of the scheme is described as follows.  

**Skeleton of the Pattern Correction Scheme:**

**Step 1)** Initial Setup: Configure the network with a set of $N_l$ long-term centroids $C = \{c_1, c_2, \ldots c_{N_l}\}$ from the training set. Set cycle $n = 1$ and the short-term centroid set count $i = 1$.

**Step 2)** Network Growing: Select a subset of the misclassified patterns by testing the incoming pattern data set available at cycle $n$. Then, perform network growing until there is no classification error. This provides a set of $G_i$ of $N_{G_i}$ short-term centroids from the misclassified patterns.

**Step 3)** Network Shrinking:

1) **Long-Term Memory Update:** If the cycle is a multiple of $p$ (i.e., $n \mod p = 0$), or when the total number of the centroids in the network

   

   $$N_{\text{total}} = N_l + N_s$$

   where $N_s = \sum_{j=1}^{p} N_{G_j}$

   reaches/exceeds a given threshold $N_{\text{total, max}}$, shrink the total number of centroids in the network by employing a data-pruning method and obtain $N_{l}$ new long-term centroids. Reset the set count $i = 1$.

2) **Short-Term Memory Leakage (Memory Forgetting):** Otherwise, shrink only the sizes of the short-term centroid sets $G_j$ ($j = 1, 2, \ldots, i$).

   Set $i \leftarrow i + 1$.

**Step 4)** Set $n \leftarrow n + 1$, then return to Step 2.

In Step 2 above, the short-term centroid sets $G_i$ ($i = 1, 2, \ldots, p$) thus form a layered shape, representing a hierarchical memory structure. This partitioning basis has an advantage for giving a clear representation of the data stored at each correction cycle and, at the network shrinking phase, the removal of the redundancy (i.e., the least contributing centroids described later) in the short-term memory can be efficiently done.

**III. THE NETWORK GROWING MECHANISM**

The network growing in the proposed scheme consists of expanding the current network such that the grown network can correctly classify all the patterns in the currently available incoming data set.

To do this online, we exploit the special property of GRNNs, namely, that, for a newly added RBF, the weight vector between the hidden layer and the output can be fixed to the target vector.

**A. Network Setting for Pattern Correction**

For the proposed pattern correction scheme, a fully connected multilayered GRNN (ML-GRNN) is used, which has $L$ input neurons, $M$ RBFs, and $N$ output neurons. As illustrated in the left part of Fig. 1, the structure of the ML-GRNN is similar to a well-known multilayered perceptron neural network [11] except RBFs are used in the hidden layer and linear functions in the output layer. In the figure, $x_i$ ($i = 1, 2, \ldots, L$) denote the elements in the input vector $x$, $c_j$ ($j = 1, 2, \ldots, M$) (where the number of the RBFs $M$ varies during the network reconfiguration) for the RBF are given by

   $$c_j = \frac{1}{2\sigma^2} e^{-\|x - w_j\|^2/(2\sigma^2)}$$

where $w_j$ is the centroid vector, $\sigma$ is the radius, $\|\ldots\|^2$ is the squared Euclidean norm, and $\omega_k$ ($k = 1, 2, \ldots, N$) denote the output corresponding to Class $k$.

1Strictly speaking, the use of the term online in the proposed scheme may not be appropriate since the incremental operation will not be done on a pattern by pattern basis. Here, the authors just intend to emphasize an online use of the proposed scheme.
The target vector for Pattern $i$ is given as a vector of indicator functions

$$T_i = (\delta_1, \delta_2, \ldots, \delta_N)$$

$$\delta_j = \begin{cases} 
1 & \text{if pattern } i \text{ belongs to the class (digit)} \\
\ j - 1 & (j = 1, 2, \ldots, N) \\
0 & \text{otherwise.} 
\end{cases}$$

With the setting above, the topology of the ML-GRNN with $N$ output units can be seen as a set of $N$ subnets with a decision unit as illustrated in the right part of Fig. 1, since the weight having the value zero can be removed from the network. Then, each subnet is viewed as a collection of RBFs which represents the entire pattern space for a single class. With the network on the right, the final decision is therefore made following the “winner-takes-all” strategy.

### B. Selection of the Misclassified Patterns

To perform the incremental operation online, the selection of the misclassified patterns to be added must be done quickly. In this paper, the selection is such that the misclassified pattern which yields a minimum activation at the output neuron corresponding to the correct class number. This selection is reasonable since that pattern (or the newly added centroid vector) will reinforce the “rather weak” area-covering of the distribution. However, it is necessary to consider the case in which the newly added pattern may just be a noisy instance. In this paper, such an instance would be deleted in the dual-stage shrinking stage.

In commonly encountered pattern classification problems, the number of classes $N_c$ is normally known a priori. For instance, $N_c = 10$ for the pattern data sets of the digit voice/character recognition tasks, corresponding to the digits from /ZERO/ to /NINE/. This knowledge is particularly important to grow the network so that the overall classification performance for each class should be improved evenly. Therefore, the maximum number of RBFs added in one correction count must be fixed to the number of classes.

In the following, a summary of the operation to select the misclassified patterns is given.

1) Selection of the Misclassified Patterns:

   Step 1) Set $i = 0$.

   Step 2) For $j = 1$ to $N_c$, do the following.

      If there is no misclassification for Class $j$, skip.
      Otherwise, select the misclassified pattern with a minimum activation at the output neuron for Class $j$ among all the patterns in Class $j$, then set $i = i + 1$.

   Finally, the pattern correction is performed as the network growing given below.

2) Network Growing Mechanism:

   Step 1) Set the iteration count for the correction, $cnt = 1$.

   Step 2) Test the performance of the GRNN with the current state using all the patterns in the incoming data set available at cycle $\tau$.

   Step 3) Collect all the misclassified patterns in the incoming data set. Then choose a subset of the misclassified patterns according to the selection operation given above, and add a total of $i$ selected patterns into the GRNN. For each newly added RBF, the weight vector between the new RBF and the output neurons is fixed identical to the target vector of the corresponding misclassified pattern.

   Step 4) Recalculate and fix the radii values of the centroids according to (4).

   Step 5) Test again the performance of the refined GRNN with all the patterns in the incoming data set.

   Step 6) If there is no misclassification, terminate. Otherwise $cnt \leftarrow cnt + 1$, and return to Step 2.

In Step 4) above, the radii values of the RBFs should also be updated in order to avoid the overlapping areas covered by the centroids. The way in which the radii values are readjusted is described next.

### C. Radii Setting of the GRNN Classifier

The setting of radii values is a significant factor for the design of RBF-NNs and such determination is still an open issue [1], [11]. In the preliminary simulation studies, we also have investigated the individual setting of radii values using one-nearest neighbor [22], however, the performance using this technique did not yield better results than the radii setting with fixed values [20]. In this paper, fixed radii values for the respective RBFs are therefore used and set identical according to the following modified radii setting found in [11]:

$$\sigma = \frac{d}{N \sqrt{2M}}$$

where

- $d$ maximum Euclidean distance between the centroid vectors;
- $M$ number of RBF’s;
- $N$ number of units in the output layer of the ML-GRNN.

In this paper, the radii values are updated during both the network growing and shrinking phase according to [4].

### IV. THE NETWORK SHRINKING MECHANISM

In the network shrinking mechanism, the number of centroids in the network is reduced. As mentioned earlier, this mechanism models a function of memory learning in the actual brain; newly arrived information in the brain is processed through two different types of memory, i.e., long- and short-term memory. In the context of neural networks, this process is considered to “compress” the data stored in the network or, in other words, remove redundancy in the nodes.

By exploiting this concept, the following assumptions are made in this paper:

**Assumption 1:** The leakage in the short-term memory is more than that in the long-term memory.

**Assumption 2:** The long-term memory is updated periodically (as in the skeleton of the online learning scheme described previously, the period is determined by the value $p$).

### A. Leakage in Short-Term Memory

For the leakage of the short-term memory, $\lambda_s$ (s denotes “short term”) least contributing centroids are removed from
each short-term centroid set \( G_i \) (where \( i = 1, 2, \ldots, n \) mod \( p \)) after the network growing. The removal is based upon the measurement quantified by the contribution of the centroid (CC).

For an RBF \( c_i \)

\[
CC_{c_i} = \frac{1}{2\sigma^2} \sum_{j=1}^{N_{c_i}} e^{-\frac{\|x_j - \mu_{c_i}\|^2}{2\sigma^2}}
\]

where \( x_j \) (where \( j = 1, 2, \ldots, N_{c_i} \)) are pattern vectors in the incoming data set \( G_i \), \( \mu_{c_i} \) is the centroid vector of the RBF \( c_i \), and \( \sigma \) is the radius of the RBF.

Note that, for each set, the \( \lambda \) least contributing centroids are searched across all the classes.

The leakage in the short-term memory can then be summarized in the following.

**Short-Term Memory Leakage (Memory Forgetting):** From each short-term centroid set \( G_i \), remove \( \lambda \) least contributing centroids. The number of the total centroids \( N_{G_i} \) after the removal is defined as

\[
N_{G_i} = \max\{N_{G_i} - \lambda, 0\}
\]

where zero gives a floor (i.e., no removable centroids).

**B. Long-Term Memory Update**

In contrast to the leakage in the short-term memory, all the centroids in the network are updated for the long-term memory. This update will occur either after a specific period (i.e., at a cycle where \( n \) is a multiple of \( p \)) or the total number of the centroids \( N_{\text{total}} \) reaches/exceeds the maximum number \( N_{\text{total,max}} \). For the update, a data-pruning method is used.

The data-pruning method (used in Step 3 of [Skeleton of the Pattern Correction Scheme]) must be selected so that the long-term centroids retain the “core” information gained during the last incoming cycles.

In other words, the role of the long-term centroids is to give a reasonably good generalization capacity as well as classification performance over the past patterns stored in the network. In contrast, the short-term centroids remove instantly the current least contributing centroids. By exploiting these two different types of memory, the network can be always kept in a compact size.

Moreover, with the introduction of the two-stage shrinking mechanism, the effect upon the pattern correction system of a noisy instance would also be small since, even if such an instance may temporarily be added in the network growing phase, such an instance will be removed either at the next cycle or later at the long-term memory update.

**V. SIMULATION STUDY**

In the simulation study, the proposed online pattern correction scheme was applied to the three different data sets, namely the SFS [23] for digit voice recognition and the two data sets, namely the OptDigit and PenDigit data set, for character recognition tasks chosen from “UCI Machine Learning Repository” of the University of California.

For the two data sets, i.e., the SFS and Pendigit, the volume was partitioned into eight distinct sets: training and testing (never used for training) and the remaining six for the incoming data set no. 1–6, while a total of 14 (one for training and testing, and the remaining 12 for the incoming) partitioned data sets were used for the OptDigit data set.

The original UCI data sets come with two distinct data sets ready for training and testing. For each UCI data set (i.e., the OptDigit and PenDigit data set), a total of 3600 feature vectors for training and incoming were arbitrarily chosen from the original training set.

Similarly, for testing, a total of 400 feature vectors were selected among the vectors in the original testing data set. Table I shows a list of the data sets used for the simulation study in this paper.

Moreover, in order to confirm the consistency of the simulation results, three different combinations of the (training/six incoming) data sets were tried for all the three data sets.

**A. Parameter Setting for the Network Shrinking Mechanism**

In the simulation, the proposed online pattern correction scheme was performed for the six (or, twelve for the OptDigit) distinct incoming sets described in the previous section (i.e., the simulation was stopped at \( n = \Theta(12) \)) and the following parameters were used.

- Maximum number of the total centroids \( N_{\text{total,max}} = N_l + N_{g,\text{max}} \) where \( N_{g,\text{max}} \) is the maximum number of the grown (short-term) centroids.
- Number of removable centroids from the short-term memory: \( \lambda = 2 \).
- Period for updating the long-term memory: \( p = 2 \). (For example, the update occurred three times during the simulation in this paper.)

In the above, the maximum number of total centroids in the network is known \textit{a priori} and may be fixed, dependent on the application. Since this number represents the memory capacity (e.g., in practice this number is used to avoid memory overflow problem in real implementation) and gives a threshold for the additional centroids in the network growing phase. However, the choice must be dependent on the number of long-term centroids considering the generalization capability. For both the SFS and the Pendigit data sets, \( N_{g,\text{max}} \) was fixed to 100, while \( N_{g,\text{max}} = 300 \) for the OptDigit data set.

Similarly, \( \lambda \) can be fixed using the \textit{a priori} knowledge; as the value \( \lambda \) is increased, the more the network forgets the recent data. (In our examples, it was empirically found that the selection \( \lambda = 2 \) gives a reasonable tradeoff.)

In the simulation, the total number of the centroids in the network was pruned identical to the number of the initial centroids.

\( ^3 \)The original OptDigit data set contains a total of 3823 and 1797 vectors for training and testing, respectively, while the original PenDigit data set consists of 7494 and 3498 vectors for training and testing, respectively.

\( ^4 \)In the simulation, the long-term update period was arbitrarily chosen and fixed to \( p = 2 \) for all the three domain data sets. This was done in order to perform the performance comparison of the data-pruning algorithms with a smaller number of the parameters. However, different choices of \( p \) will be discussed later in this section.
The algorithms differ from each other in their ways of partitioning the original graph into its disjoint subgraphs; in Vertex–Chain algorithm, all the vertices in the original graph are first arranged on a chain, according to the distances from the $i$th dominant vertex ($i = 1, 2, \ldots, q$, $q$ is the counting number of partitioning), then the chain is cut into two pieces. This process is repeated for $q$ times to obtain a total of $2^q$ disjoint subgraphs (i.e., tournament, in shape). For each subgraph, the location of the absolute center is calculated and converted into the corresponding representative pattern of the data set. The $2^q$ representative patterns so obtained are therefore used for the long-term memory update.

In contrast, the original graph is recursively partitioned in both List-Splitting and SST-Splitting algorithms. In List-Splitting algorithm, the distance between each vertex and the most (first) dominant vertex is tabulated into an distance-order list. Then the list is split into $2^q$ parts. As in VertexChain algorithm, a total of $2^q$ representative patterns are obtained from the absolute centers of the respective subgraphs. In SST-Splitting algorithm, an SST of the original graph is created as the initial partitioning target instead of the order list. After the recursive splitting, a total of $q$ disjoint subgraphs are obtained. (Note that, unlike Vertex–Chain or List-Splitting algorithm, exactly $q$ representative patterns can be obtained after $q$-times splitting, i.e., this method does not have any limit on the number of generating representative patterns.)

### B. The SFS Data Set

The SFS data set consists of a total of 900 utterances of the digits from /ZERO/ to /NINE/ recorded in English by nine different speakers (including even numbers of female and male speakers). Each utterance is sampled at 20 kHz and is converted into a feature vector with a normalized set of 256 data points obtained by the well-known LPC-mel-cepstral analysis (e.g., see [] or [24]). The feature vector is therefore used as the input vector of the GRNN.

For the simulation using the SFS data set, two different configurations of the data set were considered. The first corresponds to the data set where both the training and the incoming data sets evenly contain the utterances recorded by the nine speakers (SFS Data Set 1), in the second the training set, in contrast, contains those recorded by only three speakers and each incoming set contains an unknown speaker, for modeling a more general situation (SFS Data Set 2). For both cases, the number of patterns for each digit was evenly fixed so as to make the network grow in a “well-balanced” shape.

#### 1) Initial Choice of RBFs:

The initial choice of the centroids from the training set was performed by the $k$-means clustering algorithm.

In the proposed shrinking mechanism, it is important to consider the ratio between the total number of long- and short-term centroids in the network. Since, as described earlier, long-term centroids contribute to the fundamental generalization capability of the network.

To confirm this, a comparison of the effect of varying the number of long-term centroids upon the pattern correction system was made, using the SFS Data Set 1. Fig. 2 shows the variation in the classification performance with the number of long-term centroids chosen by the $k$-means clustering method fixed at 20, 40, and 80 ($\eta = \xi$ with the initial setup, the performance is averaged over three different trials). In the figure, the classification performance varied greatly with smaller numbers of the centroids, whereas, with 80 long-term centroids, the performance becomes much more stable. In the same figure, it is interestingly observed that the performance with 80 long-term centroids is slightly improved at each long-term update.

In Fig. 3, on the other hand, the ratio between the total number of centroids in the network and long-term centroids is given. The ratio $\tau_t$ is simply defined as

$$\tau_t = \frac{N_{\text{total}}}{N_t}$$

In this paper, the term “classification performance” is defined as the correct classification rate over the testing set, unless explicitly denoted otherwise.
Fig. 2. Variations in terms of the classification performance over the testing set after the network shrinking (long-term memory update occurs at pattern correction cycles 2, 4, and 6. In the x-axis of the figure, "o" corresponds to the initial state).

\[ \frac{N_t + N_g}{N_t} \]  

In the figure (note that, unlike Fig. 2, the value \( r_H \) is calculated before long-term memory update), the ratio \( r_H \) with 40 or 80 long-term centroids becomes more steady in comparison with that of 20 centroids. This suggests that at smaller number the long-term memory is easily collapsed by the grown centroids at each pattern correction cycle, whereas, at larger number of long-term centroids, the long-term memory is not affected and the grown centroids are, in turn, considered to reinforce the classification performance.

In the simulation using SFS Data Set 1, a total of 80 long-term centroids was thus considered to be suitable for the evaluation, in terms of the generalization capability. Based upon the same principle as for the SFS Data Set 1, the number for SFS Data Set 2 was also fixed to 80.

2) Simulation Results: In Table II and IV, the variations in the total number of centroids in the network in order that a perfect pattern correction is achieved by the proposed growing mechanism are shown (the results shown are averaged over the three different trials) using SFS Data Set 1 and 2, respectively.

As shown, for the SFS Data Set 1, the numbers of centroids spread between 87 and 115 for each data-pruning algorithm, while, similar to the case using SFS Data Set 1, the numbers using the SFS Data Set 2 spread between 89 and 110. Note that, for both cases, the numbers of centroids generated by the Vertex–Chain method are always greater than the other three methods.

Table III and V, in contrast, show the averaged classification performance with the testing (unknown) data set after each shrinking phase, using SFS Data Set 1 and 2, respectively. In the tables, note that the classification performance after the long-term memory update (i.e., at \( \eta = 2, 4, \) and 6) is not degraded significantly for the case using \( k \)-means, List-Splitting, and SST-Splitting method. This indicates that the update preserves the generalization capability of the network achieved during the iterative correction cycles.

As in the tables, it is also observed that, for both cases, the overall classification performance using the three data-pruning methods, i.e., \( k \)-means, List-Splitting, and SST-Splitting, is improved from the initial setting of the network, though the performance using the Vertex–Chain method is degraded as the pattern correction cycle increases.

C. The Two UCI Data Sets

In the simulation using the OptDigit data set, a total of 160 initial long-term centroids were obtained by the \( k \)-means clustering algorithm, as for the simulation using the SFS data sets. Similarly, a total of 80 pruned vectors were used as initial long-term centroids for the PenDigit data set. The numbers of the initial long-term centroids were fixed by means of the \( a \) priori knowledge with the same principle as for the SFS Data Set 2 described in Section V-B1.

1) Simulation Results: Tables VI and VIII, respectively, show the variation in the total number of the centroids at the achievement of perfect pattern correction using the OptDigit and PenDigit data sets. For the OptDigit, the total number of centroids spreads between 166 and 197, while the numbers spread between 88 and 118 for the PenDigit, as for the cases using SFS Data Set no. 1 and 2.

Note that the total numbers of centroids using Vertex–Chain method are, again, always greater than those using the other three data-pruning methods.

In Table VII and IX, the classification performance with the testing data set after the shrinking phase is given using the OptDigit and PenDigit data set, respectively. In the tables, the performance using the Vertex–Chain method is degraded with increasing the pattern correction cycle as observed in the simulation using the SFS Data Set 1 and 2, while the performance using the other data-pruning methods shows an improvement over the initial network setting.
TABLE II
VARIATION IN THE TOTAL NUMBER OF THE CENTROIDS IN THE NETWORK WHEN PERFECT CORRECTION IS ACHIEVED USING SFS DATA SET (THE RESULTS ARE AVERAGED OVER THREE DIFFERENT TRIALS)

<table>
<thead>
<tr>
<th>Method for Long Term Memory Update</th>
<th>Total Number of Centroids After the Pattern Correction at Cycle n</th>
<th>Average from n = 3 to n = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Init.</td>
<td>n = 1  n = 2  n = 3  n = 4  n = 5  n = 6</td>
<td>n = 6</td>
</tr>
<tr>
<td>k-means</td>
<td>92      98      87      94      93</td>
<td>93</td>
</tr>
<tr>
<td>List-Splitting</td>
<td>94      98      89      96      94</td>
<td>94</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>92      99      87      93      93</td>
<td>93</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td>97      105     102     115</td>
<td>105</td>
</tr>
</tbody>
</table>

TABLE III
CLASSIFICATION PERFORMANCE OVER THE TESTING DATA SET AFTER THE SHRINKING PHASE, USING SFS DATA SET 1 (THE RESULTS ARE AVERAGED OVER THREE DIFFERENT TRIALS)

<table>
<thead>
<tr>
<th>Method for Long Term Memory Update</th>
<th>Classification Performance After the Network Shrinking at Cycle n</th>
<th>Average from n = 1 to n = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Init.</td>
<td>n = 1  n = 2  n = 3  n = 4  n = 5  n = 6</td>
<td>n = 6</td>
</tr>
<tr>
<td>k-means</td>
<td>86.7%  90.4%  87.8%  90.4%  88.5%  89.0%</td>
<td>89.0%</td>
</tr>
<tr>
<td>List-Splitting</td>
<td>83.7%  88.5%  87.7%  90.4%  87.8%  88.1%</td>
<td>88.1%</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>85.9%  88.2%  88.5%  90.0%  88.9%  88.7%</td>
<td>88.7%</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td>80.0%  84.4%  78.9%  87.8%  77.8%  83.2%</td>
<td>83.2%</td>
</tr>
</tbody>
</table>

TABLE IV
VARIATION IN THE TOTAL NUMBER OF THE CENTROIDS IN THE NETWORK WHEN PERFECT CORRECTION IS ACHIEVED USING SFS DATA SET 2 (THE RESULTS ARE AVERAGED OVER THREE DIFFERENT TRIALS)

<table>
<thead>
<tr>
<th>Method for Long Term Memory Update</th>
<th>Total Number of Centroids After the Pattern Correction at Cycle n</th>
<th>Average from n = 3 to n = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Init.</td>
<td>n = 1  n = 2  n = 3  n = 4  n = 5  n = 6</td>
<td>n = 6</td>
</tr>
<tr>
<td>k-means</td>
<td>90      103     91      105</td>
<td>97</td>
</tr>
<tr>
<td>List-Splitting</td>
<td>90      102     92      102</td>
<td>97</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>91      102     89      99</td>
<td>95</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td>95      110     96      109</td>
<td>103</td>
</tr>
</tbody>
</table>

TABLE V
CLASSIFICATION PERFORMANCE OVER THE TESTING DATA SET AFTER THE SHRINKING PHASE, USING SFS DATA SET 2 (THE RESULTS ARE AVERAGED OVER THREE DIFFERENT TRIALS)

<table>
<thead>
<tr>
<th>Method for Long Term Memory Update</th>
<th>Classification Performance After the Network Shrinking at Cycle n</th>
<th>Average from n = 1 to n = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Init.</td>
<td>n = 1  n = 2  n = 3  n = 4  n = 5  n = 6</td>
<td>n = 6</td>
</tr>
<tr>
<td>k-means</td>
<td>82.2%  87.8%  84.8%  85.6%  85.9%  85.0%</td>
<td>85.0%</td>
</tr>
<tr>
<td>List-Splitting</td>
<td>87.4%  89.6%  84.4%  87.8%  87.8%  86.8%</td>
<td>86.8%</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>87.8%  87.0%  89.3%  88.2%  89.6%  87.6%</td>
<td>87.6%</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td>78.2%  80.8%  76.3%  79.3%  73.3%  78.6%</td>
<td>78.6%</td>
</tr>
</tbody>
</table>

D. Discussion on the Results

In the simulation studies of the three different domain data sets, it has consistently been observed that the performance with three out of the four data-pruning methods (i.e., k-means, List-Splitting, and SST-Splitting method) used for updating long-term memory is improved over that of the initial setup, though the performance with the Vertex–Chain method is degraded as the pattern correction cycles increase. It has also been observed that the number of grown centroids using the Vertex–Chain method is always greater than that using the other three data-pruning methods.

These indicate that both the List-Splitting and SST-Splitting methods have the capability of refining the shape of the
pattern space spanned by the long-term centroids as well as the \( k \)-means clustering method and that the Vertex–Chain method is, however, suffering from sparse distribution of the data points which affects the overall performance [26] and

<table>
<thead>
<tr>
<th>Method for Long Term</th>
<th>Total Number of Centroids After the Pattern Correction at Cycle ( n )</th>
<th>Average from ( n = 3 ) to ( n = 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )-means</td>
<td><strong>160</strong></td>
<td><strong>184</strong></td>
</tr>
<tr>
<td>List-Splitting</td>
<td>170</td>
<td>175</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>173</td>
<td>185</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method for Long Term</th>
<th>Total Number of Centroids After the Pattern Correction at Cycle ( n )</th>
<th>Average from ( n = 3 ) to ( n = 12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )-means</td>
<td><strong>168</strong></td>
<td><strong>174</strong></td>
</tr>
<tr>
<td>List-Splitting</td>
<td>171</td>
<td>173</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>167</td>
<td>171</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td><strong>184</strong></td>
<td><strong>197</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method for Long Term</th>
<th>Classification Performance After the Network Shrinking at Cycle ( n )</th>
<th>Average from ( n = 1 ) to ( n = 12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )-means</td>
<td><strong>86.8%</strong></td>
<td><strong>90.1%</strong></td>
</tr>
<tr>
<td>List-Splitting</td>
<td>90.4%</td>
<td>90.6%</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>84.3%</td>
<td>86.1%</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td>83.7%</td>
<td>77.4%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method for Long Term</th>
<th>Total Number of Centroids After the Pattern Correction at Cycle ( n )</th>
<th>Average from ( n = 3 ) to ( n = 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )-means</td>
<td><strong>80</strong></td>
<td><strong>103</strong></td>
</tr>
<tr>
<td>List-Splitting</td>
<td>95</td>
<td>103</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>91</td>
<td>97</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td><strong>103</strong></td>
<td><strong>108</strong></td>
</tr>
</tbody>
</table>
is hence considered to be inappropriate for the shrinking mechanism.

In the simulation, the long-term update period was always fixed to \( p = 2 \) for all the three domain data sets since the main focus of the simulation study is to investigate the performance of the different data-pruning methods. In Table XI another performance comparison using OptDigit data set where \( p = 4 \) is given. In comparison of Table VII with Table XI, it is observed that the classification performance with \( p = 4 \) is comparable or sometimes slightly better than that with \( p = 2 \) at the expense of the grown number of the centroids as observed by comparing Table VI with Table X. From these observations, it can be said that the effect upon the generalization performance by means of the change in \( p \) would be relatively small, though there still may be a tradeoff between the total number of centroids and the generalization performance. Therefore, in more practical situations, the value can be fixed according to the size (if known) or the \( a \) priori number of the available incoming data sets.

### VI. CONCLUSION

In this paper, an heuristic online pattern correction scheme using GRNNs has been proposed and applied to three data sets from different domains, i.e., the SFS and the two UCI data sets, with a variant of their initial settings. Within the proposed online batch pattern correction scheme, both the network growing and the two-stage network shrinking mechanisms have been developed.

In the simulation study, it has been shown that the misclassified patterns can be perfectly corrected by the network growing mechanism with comparably small number of centroids. This property is considered to be particularly suitable for application in strict security service systems where quick pattern correction and recognition performance without failure over a specific pattern set is desired.

In contrast, in the network shrinking phase, both long-term memory update and short-term memory leakage mechanisms have been considered based upon biological studies \([21], [11]\) and realized in terms of the number of the centroids in the network.

For the long-term memory update, it has been found that the three data-pruning methods, i.e., \( k \)-means, List-Splitting, and SST-Splitting method, are suitable, while the Vertex–Chain method is not due to the sparse distribution problem.

### Future work

Future work will be directed toward the development of the integrated algorithms/mechanisms which provide a more dynamic online based pattern correction scheme by exploiting both the refining property of the \( k \)-means clustering and the hierarchical advantage of the graph theoretic methods.

---

### TABLE IX

<table>
<thead>
<tr>
<th>Method for Long Term</th>
<th>Classification Performance After the Network Shrinking at Cycle ( n )</th>
<th>Average from ( n = 1 ) to ( n = 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )-means</td>
<td>Init.</td>
<td>( n = 1 )</td>
</tr>
<tr>
<td>List-Splitting</td>
<td>88.0%</td>
<td>94.3%</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>92.4%</td>
<td>92.5%</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td>82.7%</td>
<td>93.4%</td>
</tr>
</tbody>
</table>

### TABLE X

<table>
<thead>
<tr>
<th>Method for Long Term</th>
<th>Total Number of Centroids After the Pattern Correction at Cycle ( n )</th>
<th>Average from ( n = 5 ) to ( n = 12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )-means</td>
<td>Init.</td>
<td>( n = 7 )</td>
</tr>
<tr>
<td>List-Splitting</td>
<td>90.9%</td>
<td>91.6%</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>90.9%</td>
<td>91.4%</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td>82.1%</td>
<td>82.1%</td>
</tr>
</tbody>
</table>

### TABLE XI

<table>
<thead>
<tr>
<th>Method for Long Term</th>
<th>Classification Performance After the Network Shrinking at Cycle ( n )</th>
<th>Average from ( n = 1 ) to ( n = 12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )-means</td>
<td>Init.</td>
<td>( n = 7 )</td>
</tr>
<tr>
<td>List-Splitting</td>
<td>91.7%</td>
<td>91.2%</td>
</tr>
<tr>
<td>SST-Splitting</td>
<td>90.9%</td>
<td>90.2%</td>
</tr>
<tr>
<td>Vertex-Chain</td>
<td>86.5%</td>
<td>80.2%</td>
</tr>
</tbody>
</table>
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