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ABSTRACT
The super-exponential algorithms (SEAs) have potential to equalize a communication channel and to mitigate interference in a multi-user environment, and possess very fast (exponential) convergence rate. By considering the basic principle behind the development of SEA, we propose a novel initialization scheme based upon the null space of a cross-correlation matrix to prevent repeated retrieval of identical sources. A sequential signal-canceler based cascaded-equalizer structure is therefore not required. Simulation results support the proposed method.

1. INTRODUCTION
The super-exponential methods proposed in [1] for the blind equalization of a single-user communication channel have much attraction because they converge to a desired solution regardless of initialization, and due to their fast (exponential) convergence rate. Moreover, they do not require prior knowledge of the input distribution, except that the input has non-zero Kurtosis. The SEA algorithm has been extended for a multi-user channel in [2] and [3], where SEA is required to mitigate both intersymbol interference (ISI) and inter-user interference (IUI). A bank of parallel equalizers may be employed to retrieve all users, but unless there is a proper initialization scheme, more than one equalizer may retrieve identical sources. To prevent repeated retrieval of sources, a cascaded equalizer structure, in which the contribution from a previous reconstructed source is removed before the signal is sent to the next stage equalizer, has been proposed in [4] and [5]. In [5], the weight vector of the cascaded equalizer is used to initialize a parallel equalizer structure and improvement in performance was observed. The limitation of the super-exponential method based upon a cascaded structure is that the equalizers at every stage require estimation and inversion of a new set of autocorrelation matrices. Moreover, initialization of a parallel equalizer structure from a cascaded equalizer structure requires additional computational burden. In this paper, we propose a direct initialization scheme for a structure composed of a bank of parallel equalizers for which repeated retrieval of sources is prevented. This method is based upon the null space of a crosscorrelation based matrix, but it requires only a single matrix inversion because the autocorrelation matrices for all parallel equalizers are identical.

2. SUPER-EXPONENTIAL ALGORITHMS AND INITIALIZATION

Consider a multi-user environment with U users and L sensors (antennas). There are UL sub-channels of order M. Denote the sub-channel from the jth source to the ith sensor as \( c_{ij}(z^{-1}) = \sum_{m=0}^{M} c_{ij}(m)z^{-m} \). For an L-input single-output equalizer of order N, the received signal vector of length \( L(N+1) \) can be written as \( x(k) = \Delta^H s(k) \), where \( \Delta^H \) is the \( L(N+1) \times (N+M+1) \) channel convolution matrix,

\[
\Delta = \begin{bmatrix}
\Delta^H_{11} & \Delta^H_{12} & \cdots & \Delta^H_{1U} \\
\vdots & \vdots & \ddots & \vdots \\
\Delta^H_{L1} & \Delta^H_{L2} & \cdots & \Delta^H_{LU}
\end{bmatrix}^H
\]
The source vector \( s(k) \) is of length \( U(N + M + 1) \) and denotes the Hermitian transpose operator. Let \( w_l \) be the weight vector of length \( L(N + 1) \) for the \( l^{th} \) parallel equalizer. The \( l^{th} \) equalizer output is written as

\[
y_l(k) = w_l H x = w_l H s(k) = h_l H s(k)
\]

where \( h_l = \Delta w_l \) is the impulse response of the combined channel and the \( l^{th} \) equalizer of length \( U(N + M + 1) \). Equalization and interference cancellation requires that there is only one non-zero element in \( h_l \). The SEA method is aimed at performing the following two step iterative procedure,\[1,\]

\[
h_l^{[1]}(n) = (h_l(n))^p(h_l(n))^q\quad (1)
\]

\[
h_l^{[2]}(n) = \frac{h_l^{[1]}(n)}{|h_l|}\quad (2)
\]

\( n = 0, 1, \ldots, U(N + M + 1) - 1 \), \( h_l^{[1]}(n) \) is the intermediate tap value and \( h_l^{[2]}(n) \) is the tap value after the iteration, and \((\cdot)^*\) denotes complex conjugate operator. The nonnegative integers, \( p \) and \( q \), are such that \( p + q \geq 2 \). At every iteration, the largest element in \( h_l \) grows, while all other elements decay to zero. For simplicity and sufficiency, consider \( p = 2 \) and \( q = 1 \), which provides a solution in terms of fourth-order cumulants. The intermediate equalizer weight vector \( w_l^{[2]} \) must be chosen such that the distance between \( \Delta w_l^{[1]} \) and \( h_l^{[1]} \) is minimised, which results in the following least squares solution,

\[
w_l^{[1]} = (\Delta^H \Delta)^{-1} \Delta^H h_l^{[1]} \quad (3)
\]

where \( \Delta^H \Delta = R \) is the autocorrelation matrix of the channel output \( x(k) \), and \( \Delta^H h_l^{[1]} = d_l \) is an \( L(N + 1) \times 1 \) fourth-order cumulant vector whose \( n^{th} \), \( n \in (0, L(N+1)] \), element is estimated as \( \text{cum}(y(k)y(k)^*z(k)^*) \), where \( z_n(k) \) denotes the \( n^{th} \) element of the channel output vector \( x(k) \) and

\[
\text{cum}(z_1z_2z_3z_4) = E\{z_1z_2z_3z_4\} - E\{z_1z_2\}E\{z_3z_4\} = E\{z_1z_2\}E\{z_3z_4\} - E\{z_1z_3\}E\{z_2z_4\}
\]

The super-exponential algorithm is the following two-step procedure which aims to provide the desired effect on \( h_l \), (i.e., eqn. (1) and (2)), \[1,\]

\[
w_l^{[1]} = R^{-1}d_l \quad (4)
\]

\[
w_l^{[2]} = \frac{w_l^{[1]}}{\sqrt{w_l^{[1]} R w_l^{[1]}}} \quad (5)
\]

where \( l = 0, 1, \ldots, U \). The ISI and IUI will be suppressed at all equalizer outputs, but SEA will not guarantee that the outputs of all the equalizers correspond to different users, i.e., more than one equalizer may retrieve the identical source.

### 3. Initialization Scheme

The repeated retrieval of sources can however be avoided by the application of an initialization method. According to the basics of SEA, an equalizer adapted with SEA, will retrieve the \( m^{th} \) source, only if the position of the largest element of \( h \) (during the initialization) is between \((m-1)(M+N+1)\) and \( m(M+N+1) - 1 \). Assume that equalizer-1 is retrieving source-\( m \), therefore, equalizer-2 should be initialized such that the position of the largest element in \( h_2 \) is not in the interval \((m-1)(M+N+1)\ldots m(M+N+1) - 1 \). This objective can be attained by choosing \( w_2 \) such that

\[
\sum_{\delta = -(M+N)}^{(M+N)} |E\{y_1(k+\delta)x^H(k)w_2\}|^2
\]

is approximately minimised. Write

\[
E\{y_1(k+\delta)x^H(k)w_2\} = w_2^H R_\delta w_2 = v_\delta w_2
\]

where \( R_\delta = E\{x(k+\delta)x^H(k)\} \) and \( V_\delta = R_\delta^H w_1 \). Construct a \((2(M+N)+1)xL(N+1)\) matrix \( V_1 \) whose rows are

\[
v_\delta, \delta = -(M+N), \ldots, (M+N), \text{i.e.,}
\]

\[
V_1 = \begin{bmatrix}
w_2^H R_{-(M+N)} \\
\vdots \\
w_2^H R_{-1} \\
w_1^H R_0 \\
w_1^H R_1 \\
\vdots \\
w_1^H R_{(M+N)}
\end{bmatrix}
\]

\[
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\]
The initial weight vector for equalizer-2 is chosen such that the weight vector is in the nontrivial null space of $V_1$. This will guarantee that the second equaliser (adapted with SEA) retrieves a source that is different from the $m$th user. There can be a degree of tolerance in the accuracy of the estimation of the null space, because we do not necessarily need to make the elements of $h$ in the interval $(m-1)(M+N+1) \cdots m(M+N+1)-1$ be zero, but would like them to be small so that the position of the largest element of $h$ is not in the interval $(m-1)(M+N+1) \cdots m(M+N+1)-1$.

In a similar way, the initial weight vector for the $i^{th}$ equalizer can be chosen such that the equalizer weight vector is in the nontrivial null space (denoted $N_2$) of an $(I-1)$ block matrix,
\[
\begin{bmatrix}
V_1^H & V_2^H & \cdots & V_{I-1}^H
\end{bmatrix}^H
\]

A similar but not identical approach has been proposed in [6] for the global convergence of the constant modulus algorithms in the presence of noise for a single-user channel, but its application in SEA exploits the improved convergence properties of the algorithm. Notice that if $L(N+1) > U(N+M+1)$, then the autocorrelation matrix $R$ itself will have a nontrivial null space (denoted $N_2$). In this case, the $i^{th}$ equalizer weight vector $w_i$ should be chosen such that $w_i \in N_1$ and $w_i \notin N_2$ and the ordinary inverse operator in eqn. (4) is replaced by a pseudo inverse operator. An adaptive implementation for the initializer is also possible: the initializer ($w_i$) for the $i^{th}$ equalizer is obtained by adaptively minimizing the following cost function,
\[
I(h) = \frac{\sum_{n=0}^{U(M+N+1)-1} |h(n)|^2 - |h_{max}|^2}{|h_{max}|^2}
\]

where $h_{max}$ is the component of $h$ having the maximal absolute value. The measure of interference as a function of iteration number and the symbol constellations for the received and recovered signal are depicted in Figure 1 and Figure 2. Figure 3 depicts the combined channel and the equalizer impulse responses for both equalizers, before and after the SEA algorithm has been performed. The initialization of the second equalizer is such that the contribution from source-1 has been eliminated (the first three elements of the impulse responses are zero), hence the second source is retrieved.

### 5. CONCLUSION

A direct initialization scheme based upon the null space of a cross-correlation matrix has been proposed for the application of super-exponential algorithms in a multi-user environment. The proposed method has potential to force all equalizer outputs to retrieve different sources for a bank of parallel equalizers. Unlike super-exponential method based upon the cascaded equalizer structure, this method does not require estimation and inversion of various autocorrelation matrices for the retrieval of different users.
Figure 1: Measure of interference in dB for equalizer-1 adapted with SEA and equalizer-2 using the proposed initialization and adapted with SEA.

Figure 2: Sensor-1 and sensor-2 output constellations, (a) and (b), together with equalizer-1 and equalizer-2 constellations, (c) and (d), which correspond to the user-1 and user-2 signal.

Figure 3: Combined channel and equalizer 1 and 2 impulse responses prior to the SEA iterations, (a) and (b), and after the SEA iterations, (c) and (d).
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