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Abstract—The residual echo signal characteristics of critically sampled subband acoustic echo cancellers are analyzed. For finite impulse response (FIR) filter banks, the residual echo signal usually has a relatively broad spectral nature around the subband edges. The residual echo signal of power symmetric infinite impulse response (PS-IIR) filter banks, on the other hand, has very narrowband spectral components around the subband edges. These components can be efficiently removed with PS-IIR notch filters that integrate neatly into the filter banks without introducing perceptually noticeable degradation to the near-end speech. This solution has very low computational complexity and does not impinge on the system performance. Simulation studies with recordings from the cockpit of a car, based on a fast QR least-squares adaptive algorithm, demonstrate the potential of this approach for a practical AEC system.

I. INTRODUCTION

Acoustic echo cancellation (AEC) is a critical problem in teleconferencing systems and hands-free mobile telephone terminals [1], [2]. A variety of techniques have been proposed that strike a balance between performance and computational complexity [2]–[12]. An extensive bibliography can be found in [13].

Acoustic echoes are generated due to the coupling between the loudspeaker and microphone, as illustrated in Fig. 1. The far-end speaker is using a conventional handset that blocks the acoustic path between the loudspeaker and microphone. At the near end, the speaker is not in physical contact with the terminal. The microphone picks up the far-end speech after it has travelled through the acoustic medium, and consequently, echo is heard at the far end. The AEC unit in Fig. 1, therefore, has the duty of electrically synthesizing and subtracting the acoustic echo from the microphone signal.

The length of the acoustic echo path is dependent on the environment. For a car at 8 KHz sampling frequency, it is of the order of tens of meters, and for a room, it can be a few thousand [5]. Therefore, the computational complexity of the AEC unit may be very high and critically dependent on the echo cancellation algorithm, which is an adaptive filter implemented in the time [14], [7] or frequency domain [15] or in subbands [5], [16], [10], [17], [8]. Gradient-descent type adaptive algorithms such as the normalized least mean-square (NLMS) algorithm [18] have slow convergence speed. Recent developments highlight the importance of employing stabilized fast recursive least squares (FRLS) [2], [7] or affine projection [14], [19] algorithms for high performance, but the computational complexity problem still remains. Adaptive filtering in subbands is an elegant way of reducing the computational complexity, which generally increases the convergence speed due to the reduced ill conditioning of each subband signal [5].

There are two drawbacks associated with critically sampled subband AEC systems. First, the subband signals are aliased, which limits the echo cancellation performance [20] and second, the multirate analysis banks (MRAB’s) and the multirate synthesis banks (MRSB’s) introduce extra delay and computational complexity. Cross-adaptive filtering was proposed by Gilloire and Vetterli [21] in order to solve the interband aliasing problem. They performed a study of the generic critically sampled two-band AEC unit with finite impulse response (FIR) MRAB and MRSB and demonstrated the necessity of performing cross-channel identification (CRCI) [5]. In their deterministic framework, it was shown that if the MRAB and MRSB possess the perfect reconstruction (PR) property, the residual echo can be made identically zero, provided that all CRCI’s are also performed without error. For CRCI, cross-adaptive filters were proposed, but this solution does not deliver the required performance despite the computational complexity being increased significantly. Oversampled MRAB and MRSB have also been used [4], [12]...
to eliminate the aliasing at the expense of greatly increased computational complexity, delay, and memory requirements.

In this paper, the drawbacks of critically sampled subband AEC systems are addressed. Power symmetric infinite impulse response (PS-IIR) multirate filterbanks [22]–[24], [16], [8] are proposed for a lower level of aliasing and computational complexity. FIR multirate filterbanks with aliasing cancellation (AC) and PR properties are also investigated. In Section II, a brief summary of the properties of PS-IIR filters are presented along with the AC-FIR and PR-FIR filters used in the paper. Section III introduces the generic two-band AEC unit and the associated variables used in the subsequent sections [5]. In Section IV, approximate expressions are obtained for the residual echo signal when PS-IIR or AC-FIR multirate filter banks are used without CRCI. It is shown that if the prototype lowpass filter (FIR or IIR) is highly selective, the residual echo signal will contain coherent spectral components (tonal components). CRCI is not suitable under such circumstances since it is necessary to use very long cross-adaptive filters [24], [25]. In Section V, notch filtering is proposed in order to remove the tonal components. In Section VI, the phase distortion imposed by the PS-IIR multirate filterbanks on the near-end speech is investigated. Analytical results for the amplitude reconstruction and the group delay of the cascaded MRAB and MRSB are presented. Informal subjective tests show that the phase distortion is perceptually reduced after introducing notch filters. In particular, without the notch filters, the number of subbands cannot be increased beyond 4, whereas with notch filtering, 16 subbands can be used. Compact implementations of the notch filters and the MRAB and MRSB of the PS-IIR multirate filterbanks are discussed in Section VII. Computational complexity issues related to implementation are also addressed. In Section VIII, the use of notch filtering is demonstrated, and several AEC results for real recordings are presented, where a fast QR least-squares adaptive algorithm [26], [18] is used in subbands. Finally, Section IX draws conclusions on the proposed AEC system.

II. PROPERTIES OF THE PS-IIR FILTERS

PS-IIR filters have the transfer function [23]

\[ H_0(z) = \frac{A_0(z^2) + z^{-1}A_1(z^2)}{2} \] (1)

where \( A_i(z^2), i = 0, 1 \) are cascaded allpass networks [27], [22], [28] defined as

\[ A_i(z^2) = \prod_{j=1}^{P_i} \frac{\alpha_{i,j} + z^{-2}}{1 + \alpha_{i,j}z^{-2}}, \quad i = 0, 1 \] (2)

where \( P_i \) is the corresponding order. In order to obtain a lowpass filter with stopband frequency \( \theta_s \), the stopband energy can be minimized over a dense set of grids [23], [29]. Near optimal initialization of the allpass coefficients \( \alpha_{i,j} \) and their discrete reoptimization are described in [16] and [30]. The connections between PS-IIR and Elliptic, Butterworth, and Chebyshev filters are extensively discussed in [22], and an alternative design method is given.

Fig. 2. Amplitude spectra of the PS-IIR in Table I and typical AC-FIR and PR-FIR with 32 taps, \( \omega = \theta/2\pi \).

| TABLE I \ ALP ASS COEFF IENTS OF THE PS-IIR FILTER IN FIG. 2 |
|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| \( \alpha_{0,1} \) | \( \alpha_{0,2} \) | \( \alpha_{0,3} \) | \( \alpha_{0,4} \) | \( \alpha_{0,5} \) | \( \alpha_{0,6} \) |
| 0.046407 | 0.297311 | 0.590311 | 0.798278 | 0.910901 | 0.984904 |
| \( \alpha_{1,1} \) | \( \alpha_{1,2} \) | \( \alpha_{1,3} \) | \( \alpha_{1,4} \) | \( \alpha_{1,5} \) | \( \alpha_{1,6} \) |
| 0.194530 | 0.397297 | 0.788912 | 0.863132 | 0.953332 |

Once a prototype lowpass filter is designed, the corresponding mirror image highpass filter is given by

\[ H_1(z) = H_0(-z) = \frac{A_0(z^2) - z^{-1}A_1(z^2)}{2} \] (3)

Let us note that in PS-IIR filters [23]

\[ \theta_s > \frac{\pi}{2} \] (4)

and therefore, they are only suitable for a two-band decomposition. If more than two subbands are required, a binary-tree subband decomposition [22] must be used [8], [29]. During the analysis, two subbands are assumed, but the conclusions still apply if there are more subbands.

To facilitate our discussion, prototype lowpass PS-IIR, AC-FIR, and PR-FIR filters are designed whose amplitude spectra are shown in Fig. 2. For the PS-IIR filter, \( P_0 = 6, P_1 = 5 \), and \( \theta_s = 1,600 \text{ rad} \). The corresponding allpass coefficients are presented in Table I. The number of taps in the FIR filters is chosen as 32 due to stringent specifications on the AEC computational complexity and delay in hands-free mobile terminals [25]. For the AC-FIR and the PR-FIR filters, the stopband frequency is \( \theta_s = 1,800 \text{ rad} \). The AC-FIR is equiripple and linear phase. The PR-FIR is lossless and is designed by using the spectral factorization technique in [22].

III. GENERIC TWO BAND AEC UNIT

The generic two-band AEC unit is shown in Fig. 3. \( X(z) \) is the loudspeaker signal (in the Z-domain) that represents the far-end speech. \( S(z) \) represents the acoustic echo path that is assumed to be linear and time invariant [5]. \( M(z) \) is the acoustic echo signal captured by the microphone. \( W(z) \) is the
near-end speech. For the sake of clarity, $W(z)$ is assumed to be zero when there is speech activity at the far end (single-talk) \[24\], \[25\]. $W(z)$ will be explicitly used in Section VI when analyzing the phase distortion introduced by the PS-IIR multirate filter banks. $H_i(z), i = 0, 1$ are the MRAB filters, and $G_i(z), i = 0, 1$ are the corresponding MRSB filters. $E_i(z), i = 0, 1$, and $E(z)$ are, respectively, the subband and the fullband residual echo signals. $\hat{Y}_i(z)$ and $Y_i(z), i = 0, 1$ are, respectively, the predicted and the actual subband echo signals after decomposition, and $C_{m}(z)$ is the predictor. In the analysis, $C_m(z)$ is a $2 \times 2$ matrix whose off-diagonal terms represent the CRCI.

According to the modulation domain notation of Vetterli [31], [5], let us define

\[
\begin{align*}
x_m(z) &\triangleq [X(z)X(-z)]^T \\
S_m(z) &\triangleq \begin{bmatrix} S(z) & 0 \\ 0 & S(-z) \end{bmatrix} \\
M(z) &\triangleq S(z)X(z) \\
H_m(z) &\triangleq \begin{bmatrix} H_0(z) & H_0(-z) \\ H_1(z) & H_1(-z) \end{bmatrix} \\
g_m(z) &\triangleq \begin{bmatrix} G_0(z)G_1(z) \\ G_0(z)G_1(z) \end{bmatrix}^T \\
C_m(z) &\triangleq \begin{bmatrix} C_{0,0}(z) & C_{0,1}(z) \\ C_{1,0}(z) & C_{1,1}(z) \end{bmatrix}.
\end{align*}
\]

We then have

\[
\begin{align*}
y_m(z) &\triangleq \begin{bmatrix} Y_0(z) \\ Y_1(z) \end{bmatrix} = \frac{1}{2}H_m(z)\gamma_m(z) \\
\hat{y}_m(z) &\triangleq \begin{bmatrix} \hat{Y}_0(z) \\ \hat{Y}_1(z) \end{bmatrix} = \frac{1}{2}C_m(z)H_m(z)\gamma_m(z) \\
e_m(z) &\triangleq \begin{bmatrix} E_0(z) \\ E_1(z) \end{bmatrix} = y_m(z) - \hat{y}_m(z) \\
E(z) &\triangleq g_m(z)e_m(z) = \frac{1}{2}g_m(z) \cdot [H_m(z)S_m(z) - C_m(z)H_m(z)]e_m(z).
\end{align*}
\]

Therefore, the residual echo $E(z)$ is zero when

\[
C_m(z^2) = H_m(z)S_m(z[H_m(z)]^{-1}
\]

where

\[
[H_m(z)]^{-1} = \frac{1}{\det[H_m(z)]} \begin{bmatrix} H_1(-z) & -H_0(-z) \\ -H_1(z) & H_0(z) \end{bmatrix}.
\]

IV. TWO-BAND PROCESSING WITHOUT CROSS-CHANNEL IDENTIFICATION

Operating a critically sampled subband AEC without CRCI is equivalent to substituting $C_{0,1}(z) = 0$ and $C_{1,0}(z) = 0$ in (10). Consequently, as long as the prototype filter $H(z)$ is nonideal, the residual echo signal will contain components due to the aliasing between the subband signals.

A. PS-IIR Multirate Filter Banks

For aliasing cancellation in cascaded MRAB and MRSB [22], we use

\[
\begin{align*}
H_0(z) &= H(z) \\
H_1(z) &= H(-z) \\
G_0(z) &= 2H(z) \\
G_1(z) &= -2H(-z).
\end{align*}
\]

Using (1) and (2) in (8), we have

\[
\det[H_m(z)] = H^2(z) - H^2(-z) = z^{-1}A_0(z^2)A_1(z^2)
\]

and, thus, (19), shown at the bottom of the page, where $\Psi(z) \triangleq H(z)H(-z)$. If we ignore the off-diagonal terms in (19) (no CRCI) and use (18), we have

\[
E(z) = [H^2(z) - H^2(-z)]x(z).
\]

In order to gain more insight into (20), we evaluate it on the unit circle and write

\[
\begin{align*}
e^{-j\theta}A_0(2\theta)A_1(2\theta)E(\theta) &= -\Psi(\theta)[S(\theta) - S(-\theta)](2\Psi(\theta))X(\theta) \\
&+ [H^2(\theta) + H^2(-\theta)]X(\theta).
\end{align*}
\]

When $H(\theta)$ is a highly selective lowpass prototype PS-IIR filter such as shown in Fig. 2, $\Psi(\theta)$ is nonzero over a very narrow bandwidth around $\theta = \pi/2$. Furthermore, $H(\theta)$ has a real impulse response: $H(\theta) = H^*(\theta)$. Therefore, we make the following approximation:

\[
\Psi(\theta) \approx \Psi_0(\theta) = \left|H(\pi/2)^2\delta(\theta - \pi/2) + \delta(\theta + \pi/2)\right|
\]

where $\delta(\theta)$ is the impulse function. In (22), a nonzero spectral component is allowed at $\theta = \pi/2$, which corresponds to having an almost ideal brickwall amplitude spectrum. It is easy to show that at $\theta = \pm \pi/2$, $H^2(\theta) + H^2(-\theta) = 0$. Furthermore, we have from (1) $|H(\pi/2)|^2 = 1/2$ and $A_i(\pm \pi/2) = (-1)^{i}, i = 0, 1$. Therefore, when (22) is valid,
the right-hand side of (21) is nonzero only at $\theta = \pm \pi/2$, and (21) becomes
\[
E(\theta) \approx (-1)^{n \alpha} \text{Im}[S(\pi/2)](X(\pi/2)\delta(\theta - \pi/2) + X(-\pi/2)\delta(\theta + \pi/2)).
\] (23)

In the time domain, we have
\[
e_n \approx \frac{1}{\pi} (-1)^{n \alpha} \text{Im}[S(\pi/2)](\text{Re}[X(\pi/2)]
\cdot \cos(\pi/2n) - \text{Im}[X(\pi/2)]\sin(\pi/2n)),
\] (24)

Unless $\text{Im}[S(\pi/2)] = 0$, which is not realistic considering the arbitrary nature of the acoustic echo path, (24) is nonzero. When $x_n = 0$, then $e_n = 0$, which is consistent with our practical experience in the “single-talk” condition. In other words, when there is silence in the loudspeaker, the residual echo is also silent. On the other hand, when there is speech activity at the far end, a tonal component appears in the residual echo signal [24], [25]. In general, if there are more than two subbands, tonal components will become visible around each subband division frequency. Although these components might be of low energy, they are perceptually quite disturbing to the far-end speaker.

B. AC-FIR Multi-Rate Filter Banks

Let $H(z) = \sum_{k=0}^{\infty} h_k z^{-k}$ ($L$ odd) be a linear-phase low-pass filter. We choose the analysis and synthesis bank filters as in (17) for aliasing cancellation. If $L$ is sufficiently high and $H(z)$ has unity passband gain, we have det$[H_m(z)] \approx z^{-L}$ [31], [5], and therefore, from (15), we have (25), shown at the bottom of the page. When $L$ is large [31],
\[
H^2(z) + H^2(-z) \approx z^{-L}
\] (26)

and after ignoring the off-diagonal terms in (25) (no CRCI), we have approximately
\[
z^{-L}\Psi(z) \approx -\Psi(z)[S(z) - S(-z)]
\cdot (2\Psi(z)X(z) + z^{-L}X(z)).
\] (27)

If the stopband attenuation is sufficiently high, an accurate approximation for $\Psi(\theta)$ would then be a modulated raised cosine of the form
\[
\Psi_{\theta}(\theta) = \begin{cases} 
\frac{1}{8} \left[ 1 - \cos \left( \frac{2\pi}{\pi - \theta - \theta_s} \right) \right] e^{-jL\theta} & \text{if } \theta \leq \theta_s < \theta < \pi - \theta_s \\
\frac{1}{8} \left[ 1 - \cos \left( \frac{2\pi}{\theta - \theta_s} \right) \right] e^{-jL\theta} & \text{if } -\theta_s < \theta < \theta_s \leq \pi \\
0 & \text{otherwise},
\end{cases}
\] (28)

$[\Psi(\theta)]$ and $[\Psi_{\theta}(\theta)]$ are shown in Fig. 4. On the unit circle, from (27) and (28)
\[
E(\theta) \approx e^{jL\theta}\Psi_{\theta}(\theta)[S(\theta) - S(\theta - \pi)]
\cdot (2\Psi_{\theta}(\theta)X(\theta) + e^{-jL\theta}X(\theta)).
\] (29)

The inverse discrete-time Fourier transform $\mathcal{F}^{-1}\{\cdot\}$ of (29) is
\[
e_n \approx -2f_n \ast \left\{ \sin^2(\pi/2n)s_n \right\}
\ast \{2f_n \ast x_{n-L} + (-1)^{n-L}x_{n-L}\}.\] (30)

In (30), $\ast$ denotes the linear convolution operation, and
\[
f_n = \frac{1}{4n} \cos(\pi/2n) \sin(\theta_s - \pi/2n)
\cdot \frac{1}{n^2} \left( \frac{1}{\pi^2} \frac{1}{\pi - 2\theta_s} \right)
\] (31)
is a rapidly decreasing function in time. We can now comment on two cases, depending on the value of $\theta_s$.

Case 4.1—($\theta_s$ close to $\pi$): $f_n$ becomes shorter in the time domain, but the aliasing bandwidth increases, which is clearly undesirable for high performance AEC.

Case 4.2—($\theta_s$ close to $\pi/2$): $H(z)$ becomes closer to an ideal brickwall filter, similar to the PS-IIR filters described in the previous sections. In the time domain, $f_n$ becomes longer and $e_n$ (30) will be similar to a cosine-type waveform. In other words, a tonal component will appear at $\theta = \pi/2$. However, reasonably short FIR filters are used in practice. These filters usually have a wider transition bandwidth than the PS-IIR filters. Therefore, we are almost never able to hear any audible tonal components in the residual echo $e_n$.

Similar results can be obtained for PR-FIR multirate filter-banks when there is no CRCI.

V. NOTCH FILTERING AND TONAL COMPONENTS

Clearly, $\Psi(\theta)$ is a key element in the analysis. If $\Psi(\theta) = 0$, in which case, $H(\theta)$ has an ideal brickwall amplitude
\[
|\Psi(\omega)|^2 \approx \left| H^2(z)S(z) - H^2(-z)S(-z) \right|
\cdot \left| \Psi(z)S(z) - S(-z) \right|
\cdot \left| H^2(z)S(-z) - H^2(-z)S(z) \right|
\] (25)
In order to minimize the computational complexity, it is convenient to use an IIR notch structure based on allpass networks [22], [27], [29]. Consider a prototype lowpass filter of the form

$$\hat{N}(z) = \frac{1}{2} \left( \frac{\alpha_{01} + z^{-2}}{1 + \alpha_{01} z^{-2}} + z^{-1} \right)$$

(32)

which is a special case of (1) for \((P_0, P_1) = (1, 0)\). By using the allpass lowpass to bandstop frequency transformation [33]

$$z^{-1} \rightarrow \frac{\zeta + z^{-2}}{1 + \zeta z^{-2}}$$

(33)

in (32), the desired notch filter can be obtained. The frequency transformation (33) makes the second-order allpass stage in (32) fourth-order allpass, which can be written as a cascade of two second-order allpass stages with real coefficients. This is useful during finite-precision implementation in order to minimize the round-off noise [34]. Thus, the notch filter \(N(z)\) has the general form

$$N(z) = \frac{1}{2} \left( \hat{N}(z) + \frac{\zeta + z^{-2}}{1 + \zeta z^{-2}} \right)$$

(34)

where

$$\hat{N}(z) = \frac{\gamma_2 + \gamma_1 z^{-1} + z^{-2}}{1 + \gamma_1 z^{-1} + \gamma_2 z^{-2}} \frac{\gamma_2 - \gamma_1 z^{-1} + z^{-2}}{1 - \gamma_1 z^{-1} + \gamma_2 z^{-2}}$$

(35)

A prototype lowpass filter of the form (32) with \(\alpha_{01} = 0.3\) is spectrally transformed as described above. The resulting notch filter coefficients are \(\zeta = 0.806325, \gamma_1 = 0.171050\) and \(\gamma_2 = 0.891673\). Obviously, \(N(\theta)\) is nonlinear phase. We leave the discussion on this to the next section, where the phase distortion is discussed.
Define the notch filter matrix

\[
N_m(z) \triangleq \begin{bmatrix}
N(z) & 0 \\
0 & N(-z)
\end{bmatrix},
\]

(36)

Note that from (34) and (35), \(N(z) = N(-z)\), which yields

\[
\det[N_m(z)] = N^2(z).
\]

(37)

In Fig. 3, there are several candidate positions in which notch filters can be inserted. These are shown as 1, 2, and 3. We evaluate the feasibility of these positions below.

Case 5.1 (Notch Filter at 1): In this case, (19) is valid, and we have

\[
E(z) = \frac{1}{2}g_T(z)H_m(z)S_m(z) - C_m(z^2)H_m(z)N_m(z)x_m(z),
\]

(38)

If the cross-channel terms \(C_{01}(z)\) and \(C_{10}(z)\) are ignored (no CRCI)

\[
e^{-j\theta}A_0(2\theta)A_1(2\theta)E(\theta) = -\Psi(\theta)N(\theta)[S(\theta) - S(\theta - \pi)]
\]

\[
\cdot (2\Psi(\theta)X(\theta) + [H^2(\theta) + H^2(\theta - \pi)]X(\theta - \pi)).
\]

(39)

Therefore, the coherent part of the spectrum defined by \(\Psi(\theta)\) is filtered by \(N(\theta)\), and clearly, the tonal component around \(\theta = \pi/2\) is suppressed, provided that \(N(\theta)\) is suitably designed to ensure \(\Psi(\theta)N(\theta) \approx 0, \theta \in [0, \pi]\).

Case 5.2 (Notch Filter at 2): We have

\[
E(z) = \frac{1}{2}g_T(z)\begin{bmatrix}H_m(z) & S_m(z) \\ -C_m(z^2)H_m(z) & N_m(z)\end{bmatrix}x_m(z),
\]

(40)

and (41), shown at the bottom of the page. If \(C_{01}(z)\) and \(C_{10}(z)\) are ignored, we get (21). Therefore, the residual echo signal properties remain unchanged, and a tonal component appears around \(\theta = \pi/2\). Obviously, the spectrum of the loudspeaker signal is rejected around the notch, and the echo signal around this frequency cannot be predicted and, hence, cancelled.

Case 5.3 (Notch Filter at 3): We have

\[
E(z) = \frac{1}{2}g_T(z)\begin{bmatrix}H_m(z) & S_m(z) \\ -C_m(z^2)H_m(z) & N_m(z)\end{bmatrix}x_m(z),
\]

(42)

and (43), shown at the bottom of the page. If \(C_{01}(z)\) and \(C_{10}(z)\) are ignored, we get (39) again, and thus, the tonal component can be removed. The difference here is in the identification matrix \(C_m(z)\). Since the diagonal terms are also filtered by the notch \(N(z)\), which has a long impulse response, longer \(A_0(z)\) and \(A_1(z)\) are required. This may not be possible in practice due to the restrictions on the computational complexity. In practice, it is observed that although the tonal components are removed, the AEC performance generally decreases compared with Case 5.1 or Case 5.4.

Case 5.4 (Notch Filters at 2 and 3): When there is no near-end speech \(W(z) = 0\), this is similar to Case 5.1 as far as the expressions for residual echo \(E(\theta)\) and \(C_m(z^2)\) are concerned. However, in Case 5.1, the far-end speech is notch filtered and, therefore, distorted. Furthermore, if more than two subbands are required, more notches are needed, and the order of the notch filter will increase substantially. Such a notch filter is more difficult to implement than (34) in finite precision. Moreover, the notch filter in Case 5.1 operates in full rate. Thus, placing notch filters at 2 and 3 is the best configuration. We modify the MRAB in Fig. 3 by adding a notch filter as shown in Fig. 6(a). This is a modular structure in that if more than two subbands are required, the MMRAB can be used repeatedly as illustrated. Therefore, the notch filters after the first subband decomposition operate at reduced rates and, hence, require fewer computations than the notch filter required in Case 5.1.
From (39), define

\[ \hat{\Psi}(\theta) \triangleq \Psi(\theta) N(\theta) \]  

which represents the reduced cross-correlation between the subband signals for properly designed \( N(\theta) \).

For the prototype AC-FIR and PS-IIR filters, \( \psi_n = \mathcal{F}^{-1}\{\Psi(\theta)\} \) is shown in Fig. 5(a) and (b). After introducing the notch filters as in Case 5.4, we have \( \hat{\psi}_n = \mathcal{F}^{-1}\{\hat{\Psi}(\theta)\} \), which are, respectively, shown for the AC-FIR and PS-IIR filters in Fig. 5(c) and (d). The energies of \( \psi_n \) and \( \hat{\psi}_n \) compare as follows: For the PS-IIR filter, the energy decreased from \( 7.57 \times 10^{-1} \) to \( 1.07 \times 10^{-7} \). There is almost no correlation between the subband signals (and hence aliasing). For the AC-FIR filter, the energy reduced from \( 4.12 \times 10^{-3} \) to \( 8.68 \times 10^{-1} \), the narrowband notch filter is, therefore, ineffective, and there remains significant correlation between subband signals. If notch filters with wide bandwidths are used, the near-end speech will be distorted significantly [35]. In Fig. 5(c), \( \hat{\psi}_n \) is spread over a wider range. Consequently, long \( C_{\text{AC}}(z) \) and \( C_{1,0}(z) \) would be necessary if CRCI was carried out.

VI. NEAR-END SPEECH RECONSTRUCTION, PHASE DISTORTION, AND DELAY

Thus far, the issues concerning the phase distortion introduced by the IIR subband decomposition have not been addressed. In order to concentrate on this point, consider the cascaded MRAB and MRSB in Fig. 6(b), where \( W(z) \) is the near-end speech, and \( \hat{W}(z) \) is its reconstruction.

Case 6.1 (PR-FIR): In lossless perfect reconstruction filter banks [22] with real coefficients and length \( L+1 \) (\( L \); odd), the analysis bank filters are given by

\[ H_0(z) = H(z), \quad H_1(z) = -z^{-L} H(-z^{-1}) \]  

and the corresponding synthesis bank filters are

\[ G_0(z) = 2z^{-L} H(z^{-1}), \quad G_1(z) = -2H(-z). \]

With these choices, the input–output transfer function in Fig. 6(b) is

\[ T(z) \triangleq \frac{\hat{W}(z)}{W(z)} = z^{-L}. \]  

In other words, \( W(z) \) is identical to \( \hat{W}(z) \) except for some delay.

Case 6.2 (AC-FIR): The transfer function is

\[ T(z) = H^2(z) + H^2(-z). \]

In this case, if \( L \) is odd, there is an implicit notch at \( \theta = \pi/2 \) [26]. This is not a desirable notch since it generally has a wide bandwidth. If \( L \) is even, there is no notch, but some amplitude distortion occurs around \( \theta = \pi/2 \). There is no phase distortion for linear phase \( H(z) \) since

\[ T(\theta) = |H^2(\theta)| - |H^2(\theta - \pi)| = e^{-jL\theta}. \]  

Case 6.3 (PS-IIR): We have

\[ T(z) = z^{-1}A_0(z^2)A_1(z^2). \]

Since \( |A_0(\theta)| = |A_1(\theta)| = 1 \), the amplitude reconstruction is perfect. However, the phase reconstruction is not. The phase response \( \angle \{T(z)\} \) is

\[ \angle T(\theta) = -\theta + \angle A_0(2\theta) + \angle A_1(2\theta) \]  

\[ \angle A_i(2\theta) = -2 \sum_{j=1}^{\frac{L-1}{2}} \arctan \left( \frac{1 + \alpha_{ij}}{1 - \alpha_{ij}} \tan(\theta) \right) \]

where \( i = 0, 1 \). When the notch filter is introduced

\[ \hat{T}(z) = z^{-1}A_0(z^2)A_1(z^2)N(z) \]

\[ \angle \hat{T}(\theta) = -\theta + \angle A_0(2\theta) + \angle A_1(2\theta) + \angle N(\theta). \]

Therefore, the amplitude reconstruction is no longer perfect. However, this is not a serious problem since \( N(z) \) has a narrow bandwidth. Besides, the notch attenuates the part of the spectrum where the phase distortion is most significant.

To clarify this point, we need a measure specific to the structure in Fig. 6(b). A useful measure to jointly investigate the amplitude and phase reconstruction is the group-delay amplitude product (GAP) \( G(\theta) \), which is defined by

\[ G(\theta) \triangleq \left| T(\theta) \right| \frac{\partial \angle T(\theta)}{\partial \theta}. \]

This is a sensible measure since at least one of the reconstruction properties (amplitude or phase) is perfect for the filter banks under investigation. Knowing this, if \( G(\theta) \) is a constant in \( \theta \in [0, \pi] \), then the amplitude and the phase reconstructions are perfect. The gains of the cascaded MRAB and MRSB’s are almost unity except the AC-FIR case around \( \theta = \pi/2 \). Therefore, if \( G(\theta) \) is close to unity, then the AEC system has a low delay. For the filter banks under investigation, \( G(\theta) \) for a two-band decomposition is shown in Fig. 7.

For the PR-FIR multirate filterbanks, we have the desirable situation \( G(\theta) = L \). However, \( L \) can generally not be made very small since selective prototype lowpass filters are
more desirable for lower aliasing. For the AC-FIR multirate filterbanks, we have

\[ G(\theta) = L(|H^2(\theta)| - |H^2(\theta - \pi)|) \]  

which is almost constant, except around \( \theta = \pi/2 \).

We investigate the PS-IIR multirate filterbanks in two steps: with and without notch filtering. If there is no notch filter, we have

\[ G(\theta) = -\frac{\partial<\bar{T}(\theta)}{\partial \theta}. \]  

This is not a constant either, and moreover, its value is very high around \( \theta = \pi/2 \), which is solely due to the significant phase distortion since the amplitude reconstruction is perfect. However, when the notch filter is introduced, we have

\[ G(\theta) = -|N(\theta)| \frac{\partial<\bar{T}(\theta)}{\partial \theta}. \]  

This indicates that although the tonal component around \( \theta = \pi/2 \) has a high delay, its amplitude is suppressed by the notch filter as shown in Fig. 7.

Before we proceed to the next section, it is worth looking into a four-band binary-tree subband decomposition [22]. Due to the binary-tree subband decomposition, the aliasing bandwidth around \( \theta = \pi/4, 3\pi/4 \) will be half the aliasing bandwidth around \( \theta = \pi/2 \). The input–output transfer function can be easily obtained as

\[ T(z) = z^{-3}A_0(z^2)A_0(z^4)A_1(z^2)A_1(z^4)N(z)N(z^2). \]  

In this case, the notch bandwidths are in agreement with the aliasing bandwidths around \( \theta = \pi/4, \pi/2, \) and \( 3\pi/4 \). The GAP for the four-band binary-tree subband decomposition is shown in Fig. 8. The effect of the notch filtering is evident.

An informal listening test is performed to evaluate subjectively the phase distortion on the near-end speech. Female and male speech recordings are used. The audience is asked to compare the quality of the speech reconstructed at the output of the cascaded PS-IIR analysis and synthesis banks with the original recordings. Mean opinion scores (MOS’s) are obtained according to the following impairment scale:

5) imperceptible,
4) perceptible but not annoying,
3) slightly annoying,
2) annoying,
1) very annoying.

The MOS results in Table II show that without the notch filters, subband decomposition based on PS-IIR filters produces perceptually disturbing artifacts when the number of subbands is increased beyond 4. On the other hand, after introducing the notch filters, the number of subbands can be increased to 16. This is due to the attenuation of the amplitudes of the highly phase distorted frequencies by the notch filters.

Based on Figs. 7 and 8, a comparison between the delays introduced by AC-FIR, PR-FIR, and PS-IIR subband processing schemes can also be performed. In Fig. 7, for FIR based two-band decomposition at 8-KHz sampling rate with 32-tap prototype lowpass filters, the delay on the near-end speech is 3.9 ms (31/8000). Note that this figure would increase if a more selective prototype lowpass filter was used. For the PS-IIR filter, the group delay is nonuniform across the spectrum, and its value is lower than what is obtained for FIR based decomposition except around \( \theta = \pi/2 \). At \( \theta = \pi/2 \), the delay is 84.4 ms. However, after introducing the notch filter, a spectral null is introduced at this frequency, and furthermore, the neighboring frequencies with high phase distortion are also attenuated. Based on the GAP measure, the maximum value of the delay with the notch filters is around 8.3 ms. In Fig. 8, for a four-band binary-tree decomposition with 32-tap FIR filters, the group-delay is 11.6 ms. The PS-IIR decomposition again yields lower delay except around \( \theta = \pi/4, \pi/2, \) and \( 3\pi/4 \). In particular, without the notch filter the group delay at \( \theta = \pi/4 \) is 159.2 ms, but after introducing the notch filter, the highly phase distorted components are suppressed, and the \( \max \) delay indicated by the GAP measure is around 16 ms.

### Table II

<table>
<thead>
<tr>
<th>No. of subbands (B)</th>
<th>PS-IIR with notches in MMRABs</th>
<th>PS-IIR without notches</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4.75</td>
<td>4.63</td>
</tr>
<tr>
<td>4</td>
<td>4.62</td>
<td>4.94</td>
</tr>
<tr>
<td>8</td>
<td>4.51</td>
<td>2.71</td>
</tr>
<tr>
<td>16</td>
<td>4.46</td>
<td>2.08</td>
</tr>
<tr>
<td>32</td>
<td>2.67</td>
<td>1.38</td>
</tr>
</tbody>
</table>

### VII. IMPLEMENTATION AND COMPUTATIONAL COMPLEXITY

The MMRAB and MRSB of the PS-IIR filter-bank can be efficiently implemented in polyphase form as shown in Fig. 9. In each phase, \( A_0(z) \) and \( A_1(z) \) are cascaded first-order allpass sections. To implement these sections, compact implementations in Fig. 10(b) can be used. Compared with the canonical implementation in Fig. 10(a), the compact implementations require only one multiplier. Furthermore, compact implementations are more robust to multiplication roundoff noise when implemented in finite-precision arithmetic [16], [22], [34].
Fig. 9. MMRAB and MRSB of the PS-IIR subband decomposition in polyphase form.

Fig. 10. Allpass network implementations. (a) First-order canonical. (b) Compact. (c) Second-order compact implementation.

[23]. Similarly, the notch filter in (34) can be implemented by using the compact implementations of the second-order allpass networks [34]. A suitable compact implementation is shown in Fig. 10(c).

The number of multiplications per sampling interval for the AC-FIR, PR-FIR, and PS-IIR MRAB and the notch filter are presented in Table III. Note that the number of subbands is denoted by $B$, which is an integer power of two, and each subband is equispaced in $\theta \in [0, \pi]$. Using the formulae in Table III, the total number of multiplications per sampling interval for the MRAB’s, MRSB’s, and the notch filters in a $B$-band AEC are computed and tabulated in Table IV. Note that 32-tap AC-FIR, PR-FIR, and the PS-IIR filter in Fig. 2 are used. The computational efficiency of the PS-IIR filterbanks is evident and would be more visible if longer prototype FIR filters were used for better selectivity. It is also important that the computational complexity of the proposed PS-IIR-based subband AEC system is clearly much lower than subband decomposition with oversampling or cross-adaptive filtering.

In terms of the memory requirement, the PS-IIR subband decomposition with notch filters is also more efficient than AC-FIR or PR-FIR subband decomposition schemes. For instance, for two subbands with PS-IIR decomposition implemented in polyphase form and the notch filter, both realized by using the compact implementations in Fig. 10, 44 memory locations are required to store the filter coefficients and the internal variables. On the other hand, for a two-band AC-FIR subband decomposition with a 32-tap filter, 62 memory locations are required.

VIII. SIMULATIONS

In the first part, no CRCI is performed, and the residual echo signal is investigated for highly selective PS-IIR multirate filterbanks, where the prototype lowpass filter in Fig. 2 is used. The number of subbands $B$ is two. The loudspeaker signal $x_n$ is chosen as zero-mean and white for persistent excitation. An echo path impulse response (Fig. 11) that has 256 samples, measured in a car cockpit, is used.

A fast QR least-squares adaptive algorithm [26, 18] is used in the identification of only the diagonal elements of $C_m(z)$. After the steady state is reached, the residual echo signal is averaged over 20 nonoverlapping blocks, each block being
The above is repeated after inserting notch filters at 2 and 3 in Fig. 3. The amplitude spectra of the residual echo signals are shown in Fig. 12. The tonal component is clearly visible around 24 dB's.

In the second part, a set of AEC experiments is conducted with five speech recordings obtained in a car cockpit under a single-talk condition. The sampling frequency was 8 KHz. A binary-tree subband decomposition is used to obtain four equispaced subbands in 0-4 KHz. The AEC performance is assessed by using two objective measures. The first one is the average segmental echo return loss enhancement (A-SERLE), which is defined as

$$A\text{-SERLE} \triangleq \frac{1}{N_s} \sum_{t=1}^{N_s} \left\{ 10 \log_{10} \left( \frac{\sum_{j\in(\pi/2)S}^{\pi/2} m_j^2}{\sum_{j\in(\pi/2)S} c_j^2} \right) \right\}$$

where

- $S$: segment size (with 32 ms duration in our case),
- $N_s$: number of segments,
- $m_t$: echo signal,
- $c_t$: residual echo signal.

The second objective measure is the time of initial convergence (TIC) to a specified level of A-SERLE. The same fast QR adaptive algorithm is used in all subbands. The forgetting factor of this algorithm is chosen as 0.99 in each subband. The number of adaptive coefficients for each subband was 64. The results are shown in Table V. During this experiment, no CRCI was used. The PR-FIR configuration yields the lowest A-SERLE performance. The highest performance is obtained with the PS-IIIR filter-banks when used with the notch filters. The convergence times to 10 dB A-SERLE is the same for all cases. Perhaps the last point to clarify is how much of the ERLE improvement in notched PS-IIIR filterbanks is due to the removal of energy from the microphone signal $M(z)$. For four-band processing, the notch filtered microphone signal is $\hat{M}(z) = N(z)N(z^2)M(z)$. The A-SERLE based on $\hat{m}_t$ is found to be 24.38 dB, which is still higher than all the other A-SERLE values in Table V. Let us note that there is also amplitude distortion in the QMF-FIR filterbanks due to the nonperfect amplitude reconstruction.

### IX. CONCLUSIONS

Adaptive filtering in subbands when used with powerful adaptive algorithms is an elegant solution for acoustic echo cancellation. The subband nature of the echo canceller reduces the computational complexity of adaptive filtering. The leakage across the subbands (aliasing) is generally a limiting factor. For FIR MRAB and MRSB, cross-adaptive filtering [5] and oversampling [4], [12] have been proposed to mitigate aliasing. However, these solutions increase significantly the computational complexity and/or the delay.

In this paper, an alternative solution is proposed where the filterbanks are forced to be highly selective by using prototype lowpass PS-IIIR filters that have several advantages. First, their computational complexity is very low due to the small number of allpass coefficients required, compact implementation of allpass stages, and the polyphase implementation of the resulting multirate filterbanks. Furthermore, PS-IIIR filters have good finite-precision characteristics [16]. Second, the aliasing is confined to very narrow bandwidths around the subband division frequencies. When there is no CRCI, the residual echo signal contains tonal components. This result is also shown to be true for FIR subband systems if the filterbanks are highly selective. In this case, an elegant solution is to insert properly designed notch filters into the MRAB’s. The proposed notch filters are also PS-IIIR filters that are easy to design and implement. Notch filtering attenuates the aliasing between subband signals and suppresses the tonal components that are disturbing to the far-end speaker. The phase distortion on the near-end speech signal is also addressed. The results show that notch filters also mitigate the phase distortion in PS-IIIR multirate filterbanks. During listening tests, no perceptually audible distortions occurred with notch filters when the number of subbands is increased to 16. Without notch filters, the phase distortion was annoying if more than four subbands were used.

The suppression of the tonal component is demonstrated experimentally. The echo cancellation performances for the AC-FIR, PR-FIR, PS-IIIR, and PS-IIIR+notches are compared by using real recordings from a car cockpit. A fast QR least-squares adaptive algorithm is used in subbands. The results show that the PS-IIIR multirate filterbanks, when combined with notch filtering, produce the most cost-effective solution and the highest echo cancellation performance.

### TABLE V

<table>
<thead>
<tr>
<th>FILTER-BANK</th>
<th>A-SERLE (dB)</th>
<th>TIC (10 dB) (msec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR-FIR</td>
<td>21.81</td>
<td>32.0</td>
</tr>
<tr>
<td>AC-FIR</td>
<td>23.83</td>
<td>32.0</td>
</tr>
<tr>
<td>PS-IIIR</td>
<td>22.40</td>
<td>32.0</td>
</tr>
<tr>
<td>PS-IIIR+notch</td>
<td>25.32</td>
<td>32.0</td>
</tr>
</tbody>
</table>
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