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Abstract

The Convection-diffusion-reaction (CDR) equation shows multi-scale behaviour in cases where it represents convection or reaction dominated transport processes. Bubble function enriched finite elements are used to generate stable and accurate solutions for this equation. Bubble functions are added to the ordinary Lagrange shape functions using either residual free bubble (RFB) functions or other simpler bubble functions in conjunction with the static condensation (STC) methods. To validate the approach, the numerical results obtained for a benchmark problem are compared with their corresponding analytical solution. Further numerical experiments are carried out to investigate the performance of the developed scheme over a range of Peclet and Damkohler numbers for productive and dissipative reaction cases.
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1. Introduction

The general mathematical model incorporating different types of transport phenomena is expressed as the CDR equation. In general, however, the solution of this equation cannot be assumed to be globally smooth. In particular, if the field variables vary rapidly within
thin layers adjacent to domain boundaries, or internal layers, sharp gradients are produced and standard numerical schemes lead to inaccurate and unstable results. Almost all of such situations can be regarded as multi-scale phenomena in which both fine and coarse scale variations of field variables need to be taken into account in the numerical solution of the CDR equation. Theoretically, any basically sound scheme should generate accurate numerical results if sufficiently refined computational grids are used. In practice, however, such an approach will not be computationally cost effective.

These complications can be resolved using variational multi-scale methods [1, 2]. The multi-scale approach can be applied to situations where traditional methods can only be used in conjunction with very fine discretizations. Therefore this technique offers a general method for the modeling of transport problems with multi-scale behaviour. Amongst such problems turbulent flow, convection-diffusion processes and flow in porous media can be considered. In all of these problems, the simultaneous representation of all of the governing physical phenomena requires very high levels of mesh refinement or artificial smoothing, otherwise the fine scale information is ignored resulting in the generation of unstable and inaccurate [3] solutions. In the variational multi-scale method, the field unknown (\(T\)) is divided into two parts as \(T = T_1 + T_b\), where \(T_b\) represents the fine scale variations of \(T\) and may be derived analytically whilst \(T_1\), the coarse scale variations of \(T\), is approximated using standard polynomial finite element discretizations.

To generate practical multi-scale schemes the bubble enhanced trial functions can be used in a finite element context. Bubble functions are, typically, high order polynomials which vanish on the element boundaries [4-7]. A systematic approach to derive bubble functions is the residual free bubble (RFB) method [8-11]. In this method, the governing differential equation is solved within each element subject to homogeneous boundary conditions.

The behavior of the CDR equation has mainly been studied under exponential regimes [12-17]. To study the CDR equation in both exponential and propagation regimes Hauke [18] has developed a sub-grid scale model based on a time-scale parameter, originally defined and formulated by Hughes [1].
In this paper the bubble functions are used for multi-scale finite element modeling of CDR equation in both exponential and propagation regimes for a relatively wide range of Peclet and Damkohler numbers. In multi-dimensional problems the analytical solution of the CDR equation can represent major difficulties. To overcome such problems a semi-discrete method is developed in which the solution of the PDE is replaced by the analytical solution of ordinary differential equations [19]. In this technique the exact solutions obtained from the ODE is expanded using the Taylor series and the multi-dimensional bubble functions are derived by tensor products of one-dimensional functions. The resulting functions are polynomial bubble functions which, for example, have been used to model the flow in porous media by Parvazinia et al. [19]. The method of incorporating bubble functions with Lagrangian shape functions using both semi-discrete and the static condensation methods are explained in the solution of the CDR equation.

2 Governing equations

The steady state convection–diffusion-reaction equation in domain $\Omega \subset \mathbb{R}^d$ can be written as

$$\nabla \cdot (\nabla T) - k \nabla \cdot (\nabla T) - s T = f$$

(1)

Where $\mathbf{v}$ is the velocity vector, $k$ is the diffusion (conduction) coefficient and $s$ is a source/sink term ($s > 0$ represents production and $s < 0$ stands for dissipation), $T$ is the field unknown, $f$ is a given source term. Using the following dimensionless forms

$$
\begin{align*}
T^* &= \frac{T}{T_1} \\
\bar{x}^* &= \frac{\bar{x}}{h}
\end{align*}
$$

(2)

where superscript $*$ represents the dimensionless variables, $T_1$ is a reference value of the field variable, $h$ is a characteristic length (e.g. width of the domain) and $\bar{x}$ represents
position vector in the selected coordinate system. After substitution from equation (2) the
general governing equation is written in a dimensionless form as

\[
\nabla T^* - \frac{1}{P_e} \nabla \cdot \nabla T^* - D_a T^* = f^*
\]

(3)

in which \(f^*\) is the dimensionless source term, \(P_e\) is the Peclet number and \(D_a\) is the
Damköhler number, respectively, defined as

\[
\begin{align*}
P_e &= \frac{v h}{k} \\
D_a &= \frac{s h}{v} \\
f^* &= \frac{h}{T_i v} f
\end{align*}
\]

(4)

It is assumed that \(P_e\) is equal in both directions. A similar assumption is made for \(D_a\) (see
Figs. 1 and 6). In a two-dimensional system \((x^*, y^*)\) Eq. (3) can be written as

\[
\left( \frac{\partial T^*}{\partial x^*} + \frac{\partial T^*}{\partial y^*} \right) - \frac{1}{P_e} \left( \frac{\partial^2 T^*}{\partial x^{*2}} + \frac{\partial^2 T^*}{\partial y^{*2}} \right) - D_a T^* = f^*
\]

(5)

Corresponding dimensionless boundary conditions for the rectangular domain are:
a) Dissipation (see Fig. 1):

\[
\begin{align*}
T^* &= 0 & \text{for} & & y^* = 0, & 0 \leq x^* \leq 1 \text{ and } x^* = 0, & 0 \leq y^* < 1 \\
T^* &= 1 & \text{for} & & x^* = 1, & 0 \leq y^* < 1 \text{ and } y^* = 1, & 0 \leq x^* \leq 1
\end{align*}
\]

(6)

b) Production (see Fig. 6):

\[
\begin{align*}
T^* &= 0 & \text{for} & & x^* = 0, & 0 \leq y^* \leq 1 \\
T^* &= 1 & \text{for} & & x^* = 1, & 0 \leq y^* \leq 1 \\
\frac{\partial T^*}{\partial x^{*}} = \frac{\partial T^*}{\partial y^{*}} &= 0 & \text{for} & & y^* = 0 \text{ and } y^* = 1 \text{ at } 0 < x^* < 1
\end{align*}
\]

(7)

3 Standard Galerkin finite element scheme
After discretization of the solution domain into a computational mesh, consisting of predetermined geometrical shapes, the prime unknowns in the governing equations are replaced by approximate forms defined within the selected finite elements. In the weighted residual finite element scheme, used in the present work, these unknowns are replaced by trial function representations, which in the context of a discretized domain are given by low order interpolation polynomials, $N_j$ [20] as

$$T^* \approx \tilde{T}^* = \sum_{j=1}^{n} N_j T_j^*$$ (8)

where $n$ is total number of nodes in an element and, $T_j^*$ is the nodal values of unknown at the nodes (i.e. sampling points) of an element. Therefore, the above equation provides approximate values for unknown within an element via interpolation using its nodal values. Substitution of approximate values for the unknown from Eq. (8) into the governing Eq. (5), leads to the appearance of residual statements. These statements are then multiplied by appropriate weight functions ($W_i$) and integrated over an element domain. In the standard Galerkin method, the selected weight functions are identical to the interpolation functions ($W_i = N_i$). In the multi-scale scheme using bubble functions the interpolation functions are enriched with bubble function and the weight and interpolation functions are not equal. Following the described steps we obtain

$$\int_{\Omega} W_i \left( \frac{\partial}{\partial x^*} \sum_{j=1}^{n} N_j T_j^* + \frac{\partial}{\partial y^*} \sum_{j=1}^{n} N_j T_j^* \right) \left( \frac{\partial^2}{\partial x^{*2}} \sum_{j=1}^{n} N_j T_j^* + \frac{\partial^2}{\partial y^{*2}} \sum_{j=1}^{n} N_j T_j^* \right) - D_s \sum_{j=1}^{n} N_j T_j^* - W_i^* \right) dxdy = 0$$ (8)

The second order differentials in Eq. (9) are reduced by the application of Green’s theorem (i.e. generalised form of integration by parts). This leads to the appearance of boundary integral (flux) terms along the exterior boundaries of finite elements. For each interpolation function an identical weight function can be used to generate weighted residual equations such as Eq. (9). Therefore corresponding to a total of $n$ interpolation
functions, $n$ equations are generated and a system of $n \times n$ equations is constructed. Using matrix notation this system is written as [21]:

$$[A_j][T_j^*] = \{B_j\}$$  \hspace{1cm} (10)

where

$$A_{ij} = \int_{\Omega_e} \left[ W_i \left( \frac{\partial N_j}{\partial x^*} + \frac{\partial N_j}{\partial y^*} \right) + \frac{1}{P_e} \left( \frac{\partial W_i}{\partial x^*} \frac{\partial N_j}{\partial x^*} + \frac{\partial W_i}{\partial y^*} \frac{\partial N_j}{\partial y^*} \right) - D_a W_i N_j \right] dx^* dy^*$$

$$B_j = \int_{\Omega_e} W_i f^* dx^* dy^* + \int_{t_e} W_i \left( \frac{\partial T^{**}}{\partial x^*} n_x + \frac{\partial T^{**}}{\partial y^*} n_y \right) d\Gamma_e$$

Using isoparametric mapping of elements from the global mesh into a master element, where all of the calculations are carried out, the uniformity of the matrix Eq. (10) can be preserved [20]. In addition, a natural coordinate system such as $-1 \leq \xi, \eta \leq +1$ can be used within the master element to enable the evaluation of all integrals within its domain by Gauss quadrature method [22].

4 Bubble function method
Two types of bubble functions are used. A polynomial bubble function based on RFB method and a bubble function which is incorporated with the Galerkin scheme using STC method.

4.1 Residual free bubble functions
The derivation of the bubble functions is based on the analytical solution of the model differential equation within each element using homogeneous boundary conditions. More specifically, to derive the appropriate bubble function for the present convection-diffusion-reaction equation we follow the method described by Franca and Russo [10] and Brezzi et al. [23]. In a simple word the procedure consist of solving the differential equation within the element subjected to the element boundary conditions.

For the CDR equation with respect to Eq. (3), operator $L$ is defined as

$$L = \nabla - \frac{1}{P_e} \Delta - D_a$$  \hspace{1cm} (11)
For a linear element on each node we have
\[
\begin{align*}
-\frac{1}{P_e} \frac{d^2 N_1}{dx^2} + \frac{dN_1}{dx} - D_a N_1 &= 0 \quad \text{for } x \in [0 - l] \\
N_1 = \psi_i &\Rightarrow \begin{cases} 
N_1(0) = 1 \\
N_1(l) = 0
\end{cases}
\end{align*}
\]

(12)

\[
\begin{align*}
-\frac{1}{P_e} \frac{d^2 N_2}{dx^2} + \frac{dN_2}{dx} - D_a N_2 &= 0 \quad \text{for } x \in [0 - l] \\
N_2 = \psi_i &\Rightarrow \begin{cases} 
N_2(0) = 0 \\
N_2(l) = 1
\end{cases}
\end{align*}
\]

(13)

Where \( l \) is the characteristic element length and \( \psi_i \) is a linear shape function. The solution of the above equation gives bubble shape functions expressed in a local elemental coordinate system as

\[
\begin{align*}
N_1 &= \frac{\exp((0.5P_e - \alpha)l + (0.5P_e + \alpha)x) - \exp((0.5P_e + \alpha)l + (0.5P_e - \alpha)x)}{\exp(0.5P_e - \alpha)l - \exp(0.5P_e + \alpha)l} \\
N_2 &= \frac{\exp(0.5P_e - \alpha)x - \exp(0.5P_e + \alpha)x}{\exp(0.5P_e - \alpha)l - \exp(0.5P_e + \alpha)l}
\end{align*}
\]

(14)

where

\[\alpha = 0.5\sqrt{P_e^2 - 4P_e D_a}\]

More detail of residual free method can be found in [19].

4.2 Polynomial bubble functions

Exponential functions (14) can only be directly used if the integrals in the elemental equations are evaluated manually. However, this results in loss of flexibility and it is desirable to convert them into polynomials to make it possible to use quadrature methods in a finite element program. For derivation of polynomial bubble functions, the Taylor expansion of the exponential function is used.
$N_2$ can be expanded as

$$N_2 = \frac{a_1x + a_2x^2 + a_3x^3 + \ldots}{a_1l + a_2l^2 + a_3l^3 + \ldots} = \frac{(A_1 - A_2)x + \frac{1}{2!} (A_1^2 - A_2^2)x^2 + \frac{1}{3!} (A_1^3 - A_2^3)x^3 + \ldots}{(A_1 - A_2)y + \frac{1}{2!} (A_1^2 - A_2^2)y^2 + \frac{1}{3!} (A_1^3 - A_2^3)y^3 + \ldots} \quad (15)$$

Where $l$ is a characteristic element length and

$$A_1 = 0.5P_e + \alpha$$

$$A_2 = 0.5P_e - \alpha$$

$$\alpha = 0.5\sqrt{P_e^2 - 4P_eD_a} \quad (16)$$

If the above equation is expanded based on the term $x(l - x)$ which is the minimum order bubble, the Galerkin shape functions enriched with bubble functions can be derived. For example 2nd order is

$$N_2 = \frac{x}{l} - \frac{a_2}{(a_1 + a_2l)}x(l - x) \quad \text{and} \quad a_1 = A_1 - A_2 \quad \text{and} \quad a_2 = \frac{1}{2!} (A_1^2 - A_2^2) \quad (17)$$

3rd order is:

$$N_2 = \frac{x}{l} - \frac{a_2 + a_3l}{(a_1 + a_2l + a_3l^2)}x(l - x) - \frac{a_3}{(a_1 + a_2l + a_3l^2)}x(l - x) \quad (18)$$

$$a_1 = A_1 - A_2, \quad a_2 = \frac{1}{2!} (A_1^2 - A_2^2) \quad \text{and} \quad a_3 = \frac{1}{3!} (A_1^3 - A_2^3)$$

Derivation of $N_1$ is not as simple as $N_2$. 2nd order is as follows

$$N_1 = \frac{l - x}{l} + \frac{a_2}{(a_1 + a_2l)}x(l - x) \quad (19)$$

$$a_1 = A_1 - A_2 \quad \text{and} \quad a_2 = \frac{1}{2!} (A_1^2 - A_2^2)$$
3\textsuperscript{rd} order can be written as

\[
N_1 = \frac{a_1(l-x) + a_2(l^2 - x^2) + a_3(l-x) + a_4(l^3 - x^3)}{(a_1 + a_2l + a_4l^2)l}
\]

\[
N_1 = \frac{l-x}{l} + \frac{a_2 + a_3 + 2la_4}{(a_1 + a_2l + a_4l^2)l}x(l-x) - \frac{a_4}{(a_1 + a_2l + a_4l^2)l}(l-x)x(l-x)
\]  \hspace{1cm} (20)

\[
a_1 = A_1 - A_2, \quad a_2 = \frac{1}{2!}(A_1^2 - A_2^2), \quad a_3 = \frac{3}{3!}(A_2 A_1^2 - A_1 A_2^2) \quad \text{and} \quad a_4 = \frac{1}{3!}(A_4^3 - A_3^3)
\]

Similarly higher order bubble functions can be derived.

The bubble modified shape functions in the local coordinate system \(\xi \in (-1,+1)\) can easily be obtained by considering that \(x = \frac{l}{2} (1 + \xi)\). Two dimensional shape functions and implementation in the Galerkin finite element scheme is clearly described in Parvazinia et al. [19].

4.3 Static Condensation

Theoretically, any function which is zero at element boundaries can be regarded as a bubble function. Therefore alternative bubble functions other than those described in the previous section can be used. In this case the bubble coefficient can be calculated by the use of STC method [24]. A simple high order bubble function can be written as

\[
\phi_b = (1 - \xi^{2n}) \quad n=1, 2, 3, 4 \ldots
\]  \hspace{1cm} (21)

If this bubble function is used the enriched linear Lagrangian shape functions can be written as

\[
N_1 = \frac{1}{2}(1 - \xi) + b_1(1 - \xi^{2n})
\]

\[
N_2 = \frac{1}{2}(1 + \xi) + b_2(1 - \xi^{2n})
\]  \hspace{1cm} (22)

Using static condensation method \(b_1\) and \(b_2\) are calculated as
where \( l \) is a characteristic element length. Two dimensional shape functions and implementation in the Galerkin finite element scheme are previously described in Nassehi et al. [25] and are not repeated here.

### 4.4 Elimination of the boundary integrals

In discretizations involving bubble functions inter element boundary integrals are not automatically eliminated during the assembly of elemental equations. This problem does not become apparent in the one dimensional case as the boundary integrals are reduced to simple nodal flux terms. It is shown in the work done in [19] that the bubble function does not affect the Laplacian term and therefore no boundary integral due to the bubble function exists.

### 5 Analytical solution

To validate the numerical solutions, the analytical solution of the dimensionless convection-diffusion equation is presented. The solution for the exponential regime is based on the method of separation of variables. Prescribing the boundary conditions shown in Fig. 1 the analytical solution of the CDR equation is:

\[
T^*(x^*, y^*) = \exp(p_e(\frac{x^* + y^*}{2})) \sum_{n=1}^{\infty} \beta_n \frac{1}{1 - e^{-2\alpha}} \{\sin(n\pi x^*)(e^{-\frac{\alpha}{2}(1-y^*)} - e^{-\frac{\alpha}{2}(1+y^*)}) + \\
\sin(n\pi y^*)(e^{\frac{\alpha}{2}(1-y^*)} - e^{\frac{\alpha}{2}(1+y^*)})\}
\]

(24)

Where
\[ \alpha = \sqrt{P_e^2 + 4n^2\pi^2 - 4D_a P_e} \]

\[ \beta_n = \frac{8n\pi \{1 - (-1)^n \exp(-\frac{P_e}{2})\}}{P_e^2 + 4n^2\pi^2} \]

Using the boundary conditions given in Fig.6, a one dimensional solution can also be obtained for propagation regime.

\[ T^*(x^*) = \frac{\exp(0.5P_e x^*) \sin(\sqrt{P_e^2 - 4P_e D_a} x^*)}{\exp(0.5P_e) \sin(\sqrt{P_e^2 - 4P_e D_a})} \] (25)

**6 Results and discussion**

The main objective of the present work has been the construction of a multi-scale finite element scheme for the general class of CDR problems. To validate the scheme its results are initially compared with the analytical solutions obtained for a benchmark problem. This comparison shows the ability of the scheme to generate theoretically expected simulations. In all figures, the polynomial bubble functions based on the residual free method are indicated by RFB and those which are incorporated with Galerkin scheme using static condensation method are shown by STC. It is assumed that the source term \((f^*)\) is set to be zero.

Figs. 2 to 5 show the results for the exponential regime using a 10X10 refinement. The results are presented at mid-height cross section for different values of \(P_e\) and \(D_a\). Fig. 2 shows the results at \(P_e = 10\) and \(D_a = -60\) for 2\(^{nd}\), 4\(^{th}\) and 6\(^{th}\) order RFB bubble functions. The instability in the form of undershoot emerges. Increasing the order of the bubble function eliminates undershoot to achieve stable solution. Fig. 3 represents the results at \(P_e = 50\) and \(D_a = -20\). As the analytical solution shows by increasing the \(P_e\) the length of the boundary layer decreases and the instability in the Galerkin solution increases. Meanwhile, the 2\(^{nd}\) and 4\(^{th}\) order bubble functions fail to yield stable solution whilst the 6\(^{th}\) order bubble function remains stable. This behaviour shows that by reducing the \(D_a\) or
increasing the $P_e$, where the Galerkin solution becomes unstable and the system shows stronger multi-scale behaviour, higher order bubble functions can clearly serve a more stable solution. Fig. 4 shows the results at $P_e=100$ and $D_o=-10$. By increasing the $P_e$ to 100 instability in the Galerkin method increases and oscillations spread over the entire domain. The 6th order bubble is quite stable but it shows 5% undershoot which indicates strong multi-scale behaviour at $P_e=100$. It is obvious from the results that increasing $P_e$ or reducing $D_o$, since the multi-scale behaviour is amplified, the stable and accurate solution can be achieved using higher order bubble functions. Fig. 5 shows a comparison between RFB and STC bubble functions at $P_e=50$ and $D_o=-10$

Figs. 7 to 9 show the results for the propagation regime using 10X10 mesh refinements. Domain and boundary conditions are shown in Fig 6. Since in the propagation regime the multi-scale behaviour is repeated in the interlyers over the entire domain therefore higher order bubble functions perform better. Thus the 8th order bubble functions are studied. What is clear in the results the STC bubble functions in the propagation case matches better the analytical solution. By increasing the Peclet number Galerkin method shows stronger oscillation over the domain as a result of stronger multi-scale behaviour.

7 Conclusions

The bubble function method is used for multi-scale finite element modeling of the CDR equation. Two types of bubble functions are evaluated at different Peclet and Damkohler numbers. These results show that the polynomial bubble functions derived by the RFB method is capable of generating stable solutions for the CDR equation in the exponential regime. For propagation regime the STC method in conjunction with the bubble functions represented in Eq (21) performs better results.

In propagation regime the multi-scale behaviour is repeated over the entire domain and in comparison with exponential regime, where multi-scale behaviour is limited to the near wall boundary layer, obtaining stable-accurate solution is more difficult comparing with exponential regime and higher order bubble functions are required.
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Fig. 1. Domain and the boundary conditions for the exponential regime.

Fig. 2. Results for $Pe=10$ and $Da=-60$ at $y^*=0.5$- exponential regime.
Fig. 3. Results for $Pe=50$ and $Da=-20$ at $y^*=0.5$- exponential regime.

Fig. 4. Results for $Pe=100$ and $Da=-10$ at $y^*=0.5$- exponential regime.
Fig. 5. Results for $Pe=50$ and $Da=-10$ at $y^*=0.5$- exponential regime.

Fig. 6. Domain and the boundary conditions for the propagation regime.
Fig. 7. Results for $Pe=5$ and $Da=35, 50, 65$- propagation regime.

Fig. 8. Results for $Pe=15$ and $Da=14, 60, 75$- propagation regime
Fig. 9. Results for $Pe=20$ and $Da=50$, propagation regime.