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Abstract
A hydrodynamic permeability of membranes built up by porous cylindrical or spherical particles with impermeable core is investigated. Different versions of a cell method are used to calculate the hydrodynamic permeability of the membranes. Four known boundary conditions, namely, Happel’s, Kuwabara’s, Kvashnin’s and Cunningham/Mehta-Morse’s, are considered on the outer surface of the cell. Comparison of the resulting hydrodynamic permeability is undertaken. A possible jump of a shear stress at the fluid-membrane interface, its impact on the hydrodynamic permeability and flow patterns is also investigated. New results related to the calculated hydrodynamic permeability and the theoretical values of Kozeny constant are reported. Both transversal and normal flows of liquid with respect to the cylindrical fibers that compose the membrane are studied. The deduced theoretical results can be applied for the investigation of the hydrodynamic permeability of colloidal cake layers on the membrane surface, the hydrodynamic permeability of woven materials.
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1. Introduction

Membrane filtration processes, sedimentation, flow of underground water and oil are only few examples of flows. The basic principle of the cell model is to replace a system of randomly oriented cylindrical particles by a periodic array of spheres or cylinders embedded in a center spherical or cylindrical liquid cells. Appropriate boundary conditions on the cell boundary are supposed to take into account the influence of surrounding particles on the flow inside the cell and the force applied to the particle in the center of the cell.

In the course of filtration processes the structure of the membrane can change due to (i) dissolution of particles, (ii) adsorption of polymers on the surfaces of the particles usually referred to as a poisoning. Both the above mentioned processes result in a formation of a porous shell (in the form of a colloidal layer or a gel layer) on the solid particle’s surface, which are usually hard to remove [2]. The presence of porous shell on solid particles has a clear impact on the drag force exerted by the flow on the particles.

Flow through porous shells is frequently modeled by Brinkman’s equation [3], which is a modified form of the Darcy’s equation. However, it has been observed that the results obtained based on the Brinkman’s equations do not agree with the experimental data for non-homogeneous porous media. A modification of the Brinkman’s equation was suggested in [4] for the media having non-homogeneous porosity. To overcome this problem it is possible for example to use “variable porosity model” for the liquid/porous boundary region [24] – so-called second Brinkman correction.

We assume below that porous shells under consideration have a uniform porosity.

The membranes under investigation below are supposed to be built by either non-porous particles with a rough surface or particles covered by a porous shell. The latter shells also have a rough surface, and a scale of roughness is equal or even bigger than the average pore size inside the shell. The important problem is a correct selection of boundary conditions on surfaces of non-porous but rough surfaces of particles or porous shell of particles. This problem is discussed below.

1.1 Boundary conditions at solid/liquid interfaces

A roughness of the solid-liquid boundary may be significant. The latter is especially important in the case of flow through a porous material or a membrane build up by nanoparticles. In this case the usually adopted no-slip boundary condition can fail and should be replaced by a condition which reflects a presence of roughness of solid-liquid interfaces. Note, the microscopic origin of the no-slip boundary condition has remained elusive and cannot be deduced from the first principles. A slip condition is usually used to account for a roughness of the boundary. The simplest linear slip boundary condition is the Navier boundary condition [5-8]. According to that condition the boundary slip is directly proportional to the tangential shear at the boundary, and the
proportionality constant is referred to as the slip length. In spherical or cylindrical coordinates the Navier boundary condition is as follows:

\[
\tilde{\mu}^{(1)} \tilde{\nu}^{(1)} = \tilde{l} \tilde{T}^{(1)}_{\text{r}^0},
\]

where the tilde denotes dimensional values, the superscript \(1\) means “from the liquid side”, \(\tilde{\mu}^{(1)}\) is the dynamic viscosity of the liquid, \(\tilde{\nu}^{(1)}\) is the slip velocity, the proportionality constant, \(\tilde{l}\), is referred to as the slip length, which expresses the ratio of the relative velocity to the tangential viscous stress, \(\tilde{T}^{(1)}_{\text{r}^0}\). According to (1) the slip velocity is proportional to the shear rate. A linear slip condition was originally introduced by Navier in 1823 [5] and later independently by Maxwell in 1879 [8]. Note, the physical meaning of the slip length, \(\tilde{l}\), is to be understood. According to Hocking [9] the latter is \(\sim 10^{-6}\) cm in the case of smooth surfaces, that is, completely in the range of surface forces. In general, the slip length is determined by the nature of the surface roughness.

Classical analysis of macro-flow past sphere and circular cylinder employs the no-slip boundary condition at their surface, that is, zero relative velocity is assumed between the fluid and solid (see for example [10-11]). Vinogradova [12] pointed out that in most cases the no-slip boundary condition yields the correct results for simple flows, and experiments at macroscopic scales are consistent with the no-slip boundary condition.

However, there exist both experimental and theoretical reasons for relaxing the no-slip hypothesis. An improved understanding of the effect of the fluid-solid interaction on flows over rough solid surfaces has received a considerable attention [13-16]. Molecular dynamics simulations by Qian et al. [15-16] have reviled a presence of a slippage between the fluid and the solid, in violation of the no-slip boundary condition. These findings cast doubt on the general applicability of the continuum hydrodynamics model of micro- and nanofluidics, where the boundary conditions may have macroscopic implications. Detailed studies of the fluid-solid interaction by Thompson and Troian [14] showed that the degree of slip depends on a number of interfacial parameters including unequal surface walls porosity, fluid densities and the strength of the wall - fluid interaction. All those combined effects may prevent sticking of fluid layer(s) to the solid wall, thus allowing slip to occur. The Navier boundary condition has been validated by Qian and Wang [17] for the driven cavity problem through molecular dynamic and continuum hydrodynamic simulation for a Newtonian fluid, where the no-slip boundary condition causes unphysical stress divergence. The slip length is determined from molecular dynamics simulations and when used as an input for the continuum hydrodynamic simulation. It has been shown by Qian et al. [15, 16] that molecular dynamics results can be successfully reproduced in that way. Matthews and Hill [18] proposed that a different postulate, namely the Navier boundary condition, may be a more accurate reflection of physical reality at a fluid/solid interface at micro or nano scales. The no-slip boundary condition is
in fact an approximation to the Navier boundary condition, corresponding to $\tilde{l} = 0$. The limit of infinite slip length corresponds to the conventional condition for a liquid/gas interface (perfect slip) [12]. As the amount of slip is small enough for macroscopic flows, the Navier boundary condition is practically indistinguishable from the no-slip condition in the most cases on the macroscopic scale for smooth surfaces. Richardson [19] has shown that for a general Newtonian fluid flow in the immediate neighborhood of a rough solid wall the no-slip boundary condition is the relevant macroscopic boundary condition, in the sense that deviations between the results for no-slip and infinite slip are of the order of the slip length, which is unknown in the case of rough surfaces. In the case of micro or nano scale problems, the difference between the solutions for no-slip and infinite slip is of an order comparable to the dimensions of the flow, and that is they are of a special interest in micro and nanofluidics studies.

Matthews and Hill in [18] examined also a steady low-Reynolds-number flow around a nanosphere and a circular nanocylinder in a Newtonian fluid; with the no-slip boundary condition replaced by a Navier boundary condition and use the method of matched asymptotic expansions. Their model includes a single parameter to account for the slip, the slip length $\tilde{l}$, which is constant and made dimensionless with respect to the corresponding radius, which is assumed to be of the same order of magnitude as the slip length. Numerical results are presented for the two extreme cases, $\tilde{l} = 0$ corresponding to classical no-slop theory, and $\tilde{l} = \infty$ corresponding to the perfect slip. The streamlines for $\tilde{l} > 0$ are closer to the body than for $\tilde{l} = 0$, while the frictional drag for $\tilde{l} > 0$ is reduced below the values for $\tilde{l} = 0$, as might be expected. For the circular cylinder, results corresponding to $\tilde{l} = \infty$ are in complete agreement with low-Reynolds-number experimental results, and this excellent agreement is much better than that predicted by the no-slip boundary condition. It is well known that the surface indentations generate reduced drag in the case of a flow around a dimpled sphere (a golf ball). The surface indentations not only make the ball go further but its flight is more predictable than that of an equivalent ball with a smooth surface. Really, the reduced drag is one consequence predicted from the analysis presented by Matthews and Hill [18].

The Navier boundary condition assumes that the degree of slip is independent of the shear rate, that is $\tilde{l}$ is constant. However, molecular dynamic simulations by Thompson and Troian [14] have shown that $\tilde{l}$ is a nonlinear function of the shear rate over a large range of shear rates. At low shear rates $\tilde{l}$ remains constant, but at high shear rates $\tilde{l}$ increases rapidly with the shear rate [14].

Note, above we discussed mostly the slip length for the case of smooth solid surfaces. The situation is far more complicated in the case of rough surfaces, where the slip length is determined by the nature of roughness.
1.2 Boundary conditions at porous/liquid interfaces

In the course of filtration of water soluble polymer/protein solutions the latter can adsorb on the inner membrane surface. Also in the course of membrane filtration the particles/fibers, which the membrane is built of, can partially dissolve. Both latter processes results in a formation of porous layers on the inner membrane surface. Recently Sokhan et. al. [20, 21] have shown that fluid flows in carbon nanopores and nanotubes are characterized by a large slip length. The large values of the slip length probably indirectly show the presence of microporous structures on the solid surface.

In the case of presence of porous shells on the particles/fibers surface the Navier boundary condition is not enough for an adequate description of the flow. It is necessary to consider a flow inside porous layers, which is usually modeled using Brinkman’s equation. However, the latter requires specifying boundary conditions at the liquid-porous layer interface because the usually used continuity conditions of both the velocity vector and the stress tensor may not be valid. Note, if the thickness of the porous layer tends to zero the latter conditions result in a no-slip condition. However, it should tend in this case to Navier slip condition.

Let us show that Navier-Stokes equations in a liquid above the porous layer and Brinkman’s equation inside the porous layer are not in a contradiction with the jump conditions for the stress tensor on the liquid-porous layer interface. Navier – Stokes equations inside the liquid and Brinkman’s equation inside the porous layer can be written as

\[ \text{div} \mathbf{T}^{(1)} = 0, \]

\[ \text{div} \mathbf{v}^{(1)} = 0 \]

and

\[ \text{div} \mathbf{T}^{(2)} - \frac{\mu^{(1)}}{k} \mathbf{v}^{(2)} = 0, \]

\[ \text{div} \mathbf{v}^{(2)} = 0, \]

where \( \mathbf{T}^{(1)}, \mathbf{T}^{(2)} \) are the corresponding stress tensors; \( k \) is the permeability of the porous layer. \( \mu^{(1)} \) is the viscosity of the clear fluid, \( \mathbf{v}^{(1)}, \mathbf{v}^{(2)}, k = 1,2 \) are velocity vectors outside and inside the porous cylindrical shell, respectively. Systems of equations (2) and (3) can be rewritten as

\[ \text{div} \mathbf{T}^{(1)} = 0, \quad \mathbf{T}^{(1)} = \mathbf{T}^{(1)} + \mathbf{\tau}^{(1)} \mathbf{T}^{(1)} \]

\[ \text{div} \mathbf{v}^{(1)} = 0 \]

and

\[ \text{div} \mathbf{T}^{(2)} = 0, \quad \mathbf{T}^{(2)} = \mathbf{T}^{(1)} + \mathbf{\tau}^{(1)} \mathbf{T}^{(1)} \]

\[ \text{div} \mathbf{v}^{(2)} = 0, \]

\[ \text{div} \mathbf{v}^{(2)} = 0 \]
\[ \text{div} \tilde{T}^{(2)} - \frac{\mu^{(1)}}{k} \tilde{v}^{(2)} = 0, \quad \tilde{T}^{(2)} = \tilde{T}^{(2)} + \lambda^{(2)} \tilde{T}^{(2)} \]

\[ \text{div} \tilde{v}^{(2)} = 0 \quad (5) \]

where \( T^{(k)}, k=1,2 \) are arbitrary tensors satisfying the condition \( \text{div} \tilde{T}^{(4)} = 0, \quad k = 1,2, \quad \lambda^{(1)}, \quad \lambda^{(2)} \) are arbitrary constants. Let us select tensors \( T^{(k)}, k=1,2 \) as follows:
\[ \tilde{T}^{(k)} = v^{(k)}, \quad k = 1,2, \quad i, j = 1,2,3. \]

First equations in systems (4) and (5) after such transformation are valid because of the incompressibility conditions (second equations in systems (4) and (5)). Using exactly the same consideration as in [22] we can show that tangential components of tensors \( \tilde{T}^{(1)}, \tilde{T}^{(2)} \) should be continuous at the liquid-porous layer interface. Because tangential velocity components are continuous on the same interface we conclude that
\[ \tilde{T}_{r\theta}^{(1)} - \tilde{T}_{r\theta}^{(2)} = (\lambda^{(1)} - \lambda^{(2)}) \tilde{v}_{\theta}^{(2)}. \quad (6) \]

Note that the latter equation is valid for arbitrary constant \( \lambda^{(1)} - \lambda^{(2)} \). However, the latter constant cannot be determined using the previous consideration.

Ochoa-Tapia and Whitaker [23, 24] deduced a discontinuity condition of the shearing stress at a liquid-porous layer interface. The derivation of the latter condition, which the authors refer to as “jump momentum boundary condition at a fluid porous dividing surface” based on a averaging procedure of Navier-Stokes equations, velocity field, pressure and stress tensor over liquid outside the porous layer, the liquid inside the porous layer, and the boundary in between. Ochoa-Tapia and Whitaker [23, 24] defined superficial and intrinsic (actual) velocities of the liquid. Similarly they introduced superficial and intrinsic pressures and stress tensors. «Superficial» is related to averaging procedure over a small volume, which includes both liquid and solid inclusions. «Intrinsic» is referred to the average over the liquid part of the small volume. It is easy to see that the ratio of «superficial» and «intrinsic» values is equal to the porosity. The derivations of “jump momentum boundary condition” has been undertaken in [23, 24] in parallel with the derivation of Brinkman’s equation. In the case of cylindrical interface the jump boundary condition of intrinsic tangential stress on the liquid-porous layer interface takes the following form [23, 24]:
\[ \tilde{T}_{r\theta}^{(2)} - \tilde{T}_{r\theta}^{(1)} = \frac{\beta \mu^{(1)}}{\sqrt{k}} \tilde{v}_{\theta}^{(2)}, \quad (7) \]

where \( \beta \) is the only undetermined dimensionless parameter, which should be of the order magnitude of \( \sim 1 \) and can be either positive or negative [23, 24]. Eq (7) determines the unknown constant in Eq. (6). In [25] the parameter \( \beta \) was determined using experimental data by Beavers and Joseph [26] and a reasonable agreement between the theoretical predictions based on the boundary condition (7) and experimental data has been achieved.
The authors of ref [25] using the same method as in [23, 24] deduced that the parameter \( \beta \) should be negative.

Below we undertake an attempt to estimate the \( \beta \) value. Let us consider for that purpose a simplest flow in Hele-Shaw cell with a porous wall (Fig. 1). The flow is in one dimensional and parallel to the moving plate. The flow is described by the following equations

Inside the liquid:

\[
0 = \mu^{(1)} \frac{\partial^2 \bar{\nu}^{(1)}}{\partial \bar{z}^2}, \tag{8}
\]

inside the porous medium

\[
0 = \mu^{(2)} \frac{\partial^2 \bar{\nu}^{(2)}}{\partial \bar{z}^2} - \frac{\mu^{(1)}}{k} \bar{\nu}^{(2)}. \tag{9}
\]

Fig. 1. 1- liquid, 2-porous medium, \( \bar{U} \) -velocity of the upper plate on the distance \( \bar{H} \) from the porous medium.

With the following boundary conditions

\[
\bar{\nu}^{(1)} (\bar{H}) = \bar{U} \tag{10}
\]
\[
\bar{\nu}^{(1)} (0) = \bar{\nu}^{(2)} (0) \tag{11}
\]
\[
\bar{\nu}^{(2)} (-\infty) = 0 \tag{12}
\]
\[
\left[ \frac{\mu^{(2)} \partial \bar{\nu}^{(2)}}{\partial \bar{z}} \right]_{\bar{z}=0} - \left[ \frac{\mu^{(1)} \partial \bar{\nu}^{(1)}}{\partial \bar{z}} \right]_{\bar{z}=0} = \frac{\mu^{(1)} \beta}{\sqrt{k}} \bar{\nu}^{(2)} \tag{13}
\]
Let \( \tilde{v}_0 = \tilde{v}^{(3)}(0) = \tilde{v}^{(2)}(0) \) be an unknown velocity to be determined at the liquid-porous layer interface. Then solutions of the Eqs (8, 9) with boundary conditions (10-12) are

\[
\tilde{v}^{(3)}(\tilde{z}) = \frac{\tilde{z}}{H}(\tilde{U} - \tilde{v}_0) + \tilde{v}_0, \quad \tilde{z} > 0
\]

and

\[
\tilde{v}^{(2)}(\tilde{z}) = \tilde{v}_0 \exp(-\frac{\tilde{z}}{\lambda \sqrt{k}}), \quad \tilde{z} < 0
\]

where \( \lambda = \sqrt{\frac{\mu^{(2)}}{\mu^{(3)}}} \).

Solutions (14) and (15) should be substituted into boundary condition (13). The latter results in the following equation for the unknown velocity at the interface:

\[
\tilde{v}_0 = \frac{\tilde{U}}{1 + \frac{\tilde{H}}{\sqrt{k}(\lambda - \beta)}}
\]

(16)

It is obvious that the velocity at the liquid-porous layer interface cannot become higher than \( \tilde{U} \). Hence, according to Eq (16) we conclude that \( \beta \) should satisfy the following inequality: \( \beta < \lambda \).

Let us introduce the velocity in the absence of tensor jump boundary condition: \( \tilde{v}_{00} = \frac{\tilde{U}}{1 + \frac{\tilde{H}}{\sqrt{k} \lambda}} \).

Based on Eq. (16) we can conclude: if \( 0 < \beta < \lambda \) then according to (16) \( \tilde{v}_0 > \tilde{v}_{00} \), however, if \( \beta < 0 \), then \( \tilde{v}_0 < \tilde{v}_{00} \). If \( \beta \to -\infty \) then \( \tilde{v}_0 \to 0 \). The latter means, that \( \beta \to -\infty \) corresponds to no-slip boundary condition on the liquid-porous layer interface. So, we have evaluated the range of possible values of \( \beta \) as: \( -\infty < \beta < \lambda \). Below we use the boundary conditions in the form presented by Eq (7).

2. The cell method

2.1 Boundary conditions at the outer cell surface

Flow through permeable aggregates of particles is frequently encountered at investigation of membrane filtration with cake (gel) layer formation [27, 28], sedimentation, flow of underground water, oil etc. The cell model [1] has been very effectively used for investigation of such flows. The basic principle of the cell model is as follows: a system of randomly oriented cylindrical particles is replaced by a periodic array of spheres or cylinders embedded in identical spherical or cylindrical liquid cells. Appropriate boundary conditions on the outer cell boundary are supposed to take into account the effect of surrounding particles on the particle in the center of the cell.

Authors of [29] revised the cell model method for addressing hydrodynamic flow through system of solid particles. The starting point of the analysis is the general problem formulation intended for describing a pressure driven flow through a membrane, which was considered as a set
of representative cells having arbitrary shape and containing any number of particles. Using the general problem formulation, the hydrodynamic field inside an individual representative cell is related to the applied pressure difference and the external flow velocity. Relationships containing integrals over the outer boundary of a representative cell has been derived in [29]. Assuming that the representative cell is a sphere containing a single particle in the centre, the derived general relationships were transformed into outer cell boundary conditions employed in the literature by different authors. Choosing different sets of the outer boundary conditions, different models were considered and compared with each other and with the results obtained by others for regular particle arrays. The common and different features of the hydrodynamic and electrodynamic versions of the cell model approaches were analyzed. Finally, it was discussed, which version of the cell model gives the best approximation, while describing pressure and electrically driven flows through a membrane and sedimentation of particles. Authors of [29] concluded that the model based on the Kuwabara’s boundary condition gives a better approximation than the Cunningham/Mehta-Morse’s and Happel’s models. Kvashnin’s model was not considered in [29]. According to [29] the best versions of the spherical cell approximation are valid for purely pressure driven flow as well as in the presence of a body force of arbitrary origin provided that such a body force can be represented as a gradient of a scalar function of coordinates. The latter conclusions were illustrated by two examples: the sedimentation and the electroosmotic flow for the case of strong overlap of the double layers. For the Smoluchowski limit of the electroosmotic velocity, using the Kuwabara condition leads to the classical Smoluchowski exact result which is independent of the volume fraction. The predictions based on Cunningham/Mehta-Morse’s and Happel’s models depend on the volume fraction and coincide with the Smoluchowski result for infinite dilution. The conducted analysis of two limiting cases for electroosmotic velocity shows that the Kuwabara boundary condition should be recommended for addressing electroosmosis. For the strong overlap of the double layers, similarly to the case of pressure driven flow, the Kuwabara condition gives the best approximation compared to other models [29].

The presence of porous shell on solid particles inside the membranes or other aggregates has a clear impact on the drag force exerted by the fluid on the particles.

Happel [30] and Kuwabara [31] proposed cell models in which both particle and outer envelope are spheres/cylinders. The advantage of such formulation is that it leads to an axially symmetric flow that has a simple analytical solution in a closed form. According to the Happel’s model nil shear stress is assumed on the outer cell boundary, while according to the Kuwabara’s model nil vorticity is assumed on the outer cell boundary. Both models result in similar velocity fields and drag forces. The Happel’s model does not require an exchange of mechanical energy between the cell and the environment, while the Kuwabara’s model requires an exchange of
mechanical energy with the environment. Two other cell models have been suggested by Kvashnin [32] and Cunningham [33] (and later by Mehta-Morse [34]) using different boundary conditions on the outer boundary of the cell. Kvashnin [32] proposed the condition that the tangential component of velocity reaches a minimum at the cell surface with respect to radial distance, signifying the symmetry on the cell. Cunningham [33] and Mehta-Morse [34] assumed the tangential velocity as a component of the average fluid velocity, signifying the homogeneity of the flow on the cell boundary. The importance of the latter boundary condition [33-34] is as follows: we are interested in the flow behavior on a large scale, hence, we should average the flow variables on a small scale over a cell volume to obtain the large scale behavior. It is precisely, what model [33-34] states.

2.2. Cell models: spherical particles

Probably [35] was the first publication on the application of the cell model and Brinkman’s equations for investigations of permeability of membranes built up by porous particles. A flow around a spherical porous particles located in a centre of spherical cell with Cunningham/Mehta-Morse’s boundary condition was considered in [35]. Solutions were given for two cases: identical liquids inside and outside the particle and non-mixing liquids inside and outside the particles [35]. An exact expression for the force applied to the porous particles was calculated in both cases. In [36] the problem of constant-velocity motion in an unbounded incompressible viscous fluid was solved for a spherical particle consisting of a rigid core, covered with a uniform porous layer not deformable by hydrodynamic flow. A finite algebraic formula was obtained for determining the force that acts on a particle in the general case of different liquid viscosities inside and outside the porous layer. In [37] the problem of a uniform flow (Cunningham/Mehta-Morse’s model) of a viscous incompressible liquid flow around a porous spherical particle inside a liquid spherical cell was considered. An expression for the hydrodynamic permeability of a membrane built up by porous particles was deduced. In development of [37] a problem of uniform flow of viscous incompressible liquid around a rigid particle covered with a porous layer and located inside the spherical cell was solved at small Reynolds numbers [38]. Based on the cell method, the hydrodynamic permeability of the membrane built up by porous particles with rigid impermeable cores was also calculated in [38].

Filippov et al. [39] reviewed investigations on the hydrodynamic permeability of porous membranes built up by completely porous particles or particles with a porous layer using Cunningham/Mehta-Morse’s boundary condition. The influence of a porous shell on the total permeability was discussed. It was shown [39] that the fluid flow penetrates only on a finite depth inside the porous shell of the particles. Different limiting cases were investigated in [39], which allowed to recover previously known results. Vasin et al. [40] used the cell method to model permeability of membrane built up by solid spherical particles with a permeable porous shell and
reviewed all the four above mentioned boundary conditions. A flow around an isolated spherical particle with a porous shell was considered also and a number of limiting cases were discussed and compared with the corresponding results obtained earlier [40].

Dassios et al. [41] found a solution of Stokes equation in spheroidal coordinates and used it for a Stokes flow in spheroidal particle-in-cell models [42].

2.3 Cell models: cylindrical particles

Vasin and Filippov [43] used all four versions of the cell method to evaluate the hydrodynamic permeability of membrane built up by porous cylindrical particles with impermeable cores (fibrous membranes). Theoretical predictions and experimental results were compared, various limiting cases were deduced and compared with known literature data.

Stechkina [44] evaluated the drag force experienced by porous cylinders in a viscous fluid flow at low Reynolds number using collocation method. Pop and Cheng [45] reported an analytical study of the steady incompressible flow around a circular cylinder embedded in a constant porosity medium based on the Brinkman model, proving that separation of the flow does not take place at the surface of the cylinder and also explained the velocity overshoot behaviour. Stokes flow past a swarm of porous circular cylinders with Happel’s and Kuwabara’s boundary conditions was discussed by Deo [46]. The flow around nanospheres and nanocylinders was investigated by Mathews and Hill [18] and they employed a boundary condition that attempts to account for boundary slip due to the tangential shear at the boundary using a slip length parameter. Palaniappan et al. [47] studied the two dimensional Stokes flow around permeable cylinders. Datta and Shukla [48] calculated the drag on a cylinder, using slip boundary condition and also deduced that the slippage on the cylinder reduces the drag. Deo and Yadav [49] studied the problem of Stokes flow through a swarm of porous circular cylinder-in-cell enclosing an impermeable core with Kuwabara’s boundary condition.

The hydrodynamic permeability of a membrane built up by a set of identical impermeable cylinders covered with a porous layer was calculated in [50] using the cell method. Both transverse and longitudinal flows of filtering liquid with respect to the cylindrical fibers that compose the membrane were studied. Boundary conditions on the cell surface that correspond to the Happel’s, Kuwabara’s, Kvashnin’s, and Cunningham/Mehta-Morse’s models were considered. Theoretical values of Kozeny constants were calculated.

The stream function for a slow viscous flow through an array of porous cylindrical particles with Happel’s boundary condition was considered in [51]. The drag force exerted to each porous cylindrical particle in a cell was evaluated.

A number of authors have used the above-mentioned stress jump boundary condition [23-24] at liquid/porous layer interface in various flow problems. Srivastava and Srivastava [52] studied
the Stokes flow around a porous sphere using stress jump condition at the liquid-porous layer interface and concluded that drag on porous sphere decreases with increase of permeability of the medium. Recently, Bhattacharya and Raja Sekhar [53] have used the same jump boundary conditions to discuss Stokes flows inside a porous spherical shell.

3. Flow perpendicular to a system of parallel cylinders covered with a porous layer

Below we present a consideration of the Stokes flow through a membrane built up by porous circular cylinders with an impermeable core with stress jump boundary condition at the liquid-porous interface using the four known boundary conditions applied on the cell surface: Happel’s, Kuwabara’s, Kvashnin’s and Cunningham/Mehta-Morse’s boundary conditions. Some previous results published for cell models are been recovered/verified below. A comparative study of all the four boundary conditions shows some interesting results for the hydrodynamic permeability through the porous media.

3.1. Statement of the problem

Below we consider an axi-symmetric Stokes flow of a viscous incompressible fluid through a swarm (membrane) of porous cylindrical particles of radius \( \tilde{b} \) with an impermeable core of radius \( \tilde{a} \) (Fig. 2). The above model is equivalent to a co-axial porous cylindrical shell enclosing the impermeable core. Further, we assume that, this porous shell is enveloped by a concentric cylinder of radius \( \tilde{c} \) (\( \tilde{c} > \tilde{b} \)), which is the cell outer surface. The Stokes flow of a Newtonian fluid with dynamic viscosity \( \tilde{\mu}^{(1)} \) is assumed to be steady and axi-symmetric. We assume that the fluid approaches the cell surface and partially passes through the composite cylinder perpendicular to the axis of the cylinder (\( \tilde{z} \)-axis) with velocity \( \tilde{U} \) (\( |\tilde{U}| = \tilde{U} \)) from left to right. The radius \( \tilde{c} \) of the cell is chosen in such a way that the particle volume fraction, \( \gamma \), of the porous cylinders is equal to the particle volume fraction inside the cell:

\[
\gamma = \frac{\pi \tilde{b}^2}{\pi \tilde{c}^2} = 1 - \varepsilon ,
\]

where \( \varepsilon \) is the porosity of the porous medium.
Fig. 2. Schematic presentation of a cylindrical cell of radius $\tilde{c}$ with solid impermeable particle of radius $\tilde{a}$ covered with porous layer ($\tilde{b}$ is a combined radius of the particle with the porous shell) placed in a transverse flow of a liquid from left to right.

The governing equations for the creeping flow of an incompressible Newtonian fluid, which lies in the region outside the porous cylindrical shell is governed by Stokes equations [1] as

$$\tilde{\mu}^{(1)} \tilde{\nabla}^2 \tilde{v}^{(1)} = \nabla \tilde{p}^{(1)}. \quad (18)$$

The flow inside the porous cylindrical shell is governed by the Brinkman’s equation [3]:

$$\tilde{\mu}^{(2)} \tilde{\nabla}^2 \tilde{v}^{(2)} - (\tilde{\mu}^{(1)}/\tilde{k}) \tilde{v}^{(2)} = \tilde{\nabla} \tilde{p}^{(2)}, \quad (19)$$

superscripts (1) and (2) refer to the external zone and the porous layer, respectively; $\tilde{\mu}^{(1)}$ is the viscosity of the clear fluid, $\tilde{\mu}^{(2)}$ denotes the effective viscosity inside the porous layer; $\tilde{k}$ is the permeability of the porous layer; $\tilde{v}^{(i)}, \tilde{p}^{(i)}, i = 1, 2$ are the velocity vector and pressure outside and inside the porous cylindrical shell, respectively. The viscosities $\tilde{\mu}^{(1)}$ and $\tilde{\mu}^{(2)}$ are, in general, different. Eq (19) reduces to the Stokes equation for large permeability $\tilde{k}$ ($\tilde{\mu}^{(2)} \tilde{\nabla}^2 \tilde{v}^{(2)} = \tilde{\nabla} \tilde{p}^{(2)}$) however, for low permeability this equation transforms into Darcy’s equation ($-(\tilde{\mu}^{(1)}/\tilde{k}) \tilde{v}^{(2)} = \tilde{\nabla} \tilde{p}^{(2)}$).

The continuity equations for incompressible fluids must be satisfied in both regions:

$$\tilde{\nabla} \cdot \tilde{v}^{(i)} = 0, \quad i = 1, 2. \quad (20)$$

The cylindrical system of coordinates $\tilde{r}, \tilde{\theta}, \tilde{z}$, with the origin in the center of the cylindrical particle, $\tilde{z}$ axis oriented along the cylinder and the polar axis directed along the flow is used below (Fig. 2).

Let us introduce dimensionless variables and constants as follows:

$$\gamma = \frac{\tilde{b}^2}{\tilde{c}^2}, \quad m = \frac{\tilde{c}}{\tilde{b}} = \frac{1}{\sqrt{\gamma}}, \quad l = \frac{\tilde{a}}{\tilde{b}}, \quad r = \frac{\tilde{r}}{\tilde{b}}, \quad \nabla = \tilde{\nabla} \cdot \tilde{b}, \quad (21)$$

$$\nu = \frac{\tilde{v}}{U}, \quad p = \frac{\tilde{p}}{\tilde{p}_0}, \quad \tilde{p}_0 = \frac{\tilde{U}}{\tilde{b}} \tilde{\mu}^{(1)}, \quad \lambda = \sqrt{\frac{\tilde{\mu}^{(2)}}{\tilde{\mu}^{(1)}}}, \quad \sigma = \frac{\tilde{b}}{\sqrt{\lambda}}, \quad \alpha = \frac{\sigma}{\lambda}$$

The equations of continuity (20) for axi-symmetric, incompressible viscous fluid in cylindrical coordinates in dimensionless form in both regions can be rewritten as

$$\frac{\partial}{\partial r} (r v_r^{(i)}) + \frac{\partial}{\partial \theta} (v_{\theta}^{(i)}) = 0, \quad (22)$$
where, \( v_r^{(i)} \) and \( v_\theta^{(i)} \), \( i=1, 2 \) are components of velocities in the direction of \( r \) and \( \theta \), respectively.

The stream functions \( \psi^{(i)}(r, \theta) \) in both regions satisfying continuity equations (22) are defined as

\[
\psi_r^{(i)} = \frac{1}{r} \frac{\partial \psi^{(i)}}{\partial \theta}, \quad \psi_\theta^{(i)} = -\frac{\partial \psi^{(i)}}{\partial r}, \quad i=1, 2.
\]

(23)

Using stream functions and eliminating the pressures from both Eqs (18) and (19) and using definitions (23) we arrive to the following fourth order partial differential equations for stream functions:

\[
\nabla^2 (\nabla^2 \psi^{(1)}) = 0,
\]

(24)

\[
\nabla^2 (\nabla^2 \psi^{(2)}) = 0,
\]

(25)

where

\[
\nabla^2 = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2}.
\]

(26)

The pressure can be obtained in both regions by integrating the following relations [1]:

\[
\frac{\partial p^{(1)}}{\partial r} = \nabla^2 \psi^{(1)} - \frac{v_r^{(i)}}{r^2} - \frac{2}{r^2} \frac{\partial v_\theta^{(i)}}{\partial \theta},
\]

(27)

\[
\frac{1}{r} \frac{\partial p^{(1)}}{\partial \theta} = \nabla^2 \psi_\theta^{(i)} - \frac{v_\theta^{(i)}}{r^2} + \frac{2}{r^2} \frac{\partial v_r^{(i)}}{\partial \theta},
\]

(28)

\[
\frac{\partial p^{(2)}}{\partial r} = \lambda^2 \left( \nabla^2 v_r^{(2)} - \frac{v_r^{(2)}}{r^2} - \frac{2}{r^2} \frac{\partial v_\theta^{(2)}}{\partial \theta} \right) - \sigma^2 v_r^{(2)},
\]

(29)

\[
\frac{1}{r} \frac{\partial p^{(2)}}{\partial \theta} = \lambda^2 \left( \nabla^2 v_\theta^{(2)} - \frac{v_\theta^{(2)}}{r^2} + \frac{2}{r^2} \frac{\partial v_r^{(2)}}{\partial \theta} \right) - \sigma^2 v_\theta^{(2)}.
\]

(30)

A solution of the Stokes Eq (24) can be expressed as

\[
\psi^{(1)}(r, \theta) = [A_1 + B_1 r^3 + C_1 / r + D_1 r \ln r] \sin \theta.
\]

(31)

A solution of the Brinkman Eq (25) can be written as

\[
\psi^{(2)}(r, \theta) = \left[ A_1 r + B_1 r^2 + C_1 (\alpha r) + D_1 K_1(\alpha r) \right] \sin \theta.
\]

(32)

Here, \( I_1(\alpha r) \) and \( K_1(\alpha r) \) are the modified Bessel’s functions of the order one of the first and second kinds (Abramowitz and Stegun [55]), respectively.

Substituting expressions (31)–(32) into Eq. (23), (27)-(30) we arrive at

\[
v_r^{(1)} = \left[ A_1 + B_1 r^2 + \frac{C_1}{r^2} + D_1 \ln r \right] \cos \theta,
\]

(33)

\[
v_\theta^{(1)} = \left[ -A_1 - 3B_1 r^2 + \frac{C_1}{r^2} - D_1 (1 + \ln r) \right] \sin \theta,
\]

(34)
\[ p^{(1)} = \left[ 8B_1 r - \frac{2D_1}{r} \right] \cos \theta, \]  
(35)

\[ v_r^{(2)} = \left[ A_2 + \frac{B_2}{r^2} + \frac{C_2}{r} I_1(\alpha r) + \frac{D_2}{r} K_1(\alpha r) \right] \cos \theta, \]  
(36)

\[ v_\theta^{(2)} = \left[ -A_2 + \frac{B_2}{r^2} - \frac{C_2}{r} I_0(\alpha r) - \frac{D_2}{r} K_0(\alpha r) \right] \sin \theta, \]  
(37)

\[ p^{(2)} = \lambda^2 \alpha^2 \left( -A_2 r + \frac{B_2}{r} \right) \cos \theta. \]  
(38)

### 3.2. Solution of the problem

The dimensionless boundary conditions for the problem under investigation are as follows.

Impermeability and no-slip (sticking) boundary conditions are used on the surface of the solid cylindrical core of radius \( r = l \) (\( \tilde{r} = \tilde{a} \)):

\[ v_r^{(2)}(l, \theta) = 0, \quad v_\theta^{(2)}(l, \theta) = 0. \]  
(39)

The continuity of the normal and tangential components of velocity and normal component of stress tensor \( T_{rr}^{(i)} \) and jump condition [23, 24] for shearing stress \( T_{r\theta}^{(i)} \) are employed at the fluid-porous layer interface at \( r = 1 \) (\( \tilde{r} = \tilde{b} \)):

\[ v_r^{(2)}(1, \theta) = v_r^{(1)}(1, \theta), \quad v_\theta^{(2)}(1, \theta) = v_\theta^{(1)}(1, \theta), \]  
(40)

\[ T_{rr}^{(2)}(1, \theta) = T_{rr}^{(1)}(1, \theta), \]  
(41)

\[ T_{r\theta}^{(2)}(1, \theta) - T_{r\theta}^{(1)}(1, \theta) = \beta \sigma v_\theta^{(2)}(1, \theta), \]  
(42)

where

\[ T_{rr}^{(1)} = -p^{(1)} + 2 \left( \frac{\partial^2 \psi^{(1)}}{\partial r \partial \theta} - \frac{1}{r} \frac{\partial \psi^{(1)}}{\partial \theta} \right), \]  
(43)

\[ T_{r\theta}^{(1)} = \frac{1}{r^2} \frac{\partial^2 \psi^{(1)}}{\partial \theta^2} + \frac{1}{r} \frac{\partial \psi^{(1)}}{\partial r} - \frac{\partial^2 \psi^{(1)}}{\partial r^2}, \]  
(44)

\[ T_{rr}^{(2)} = -p^{(2)} + 2 \lambda^2 \left( \frac{\partial^2 \psi^{(2)}}{\partial r \partial \theta} - \frac{1}{r} \frac{\partial \psi^{(2)}}{\partial \theta} \right), \]  
(45)

\[ T_{r\theta}^{(2)} = \lambda^2 \left( \frac{1}{r^2} \frac{\partial^2 \psi^{(2)}}{\partial \theta^2} + \frac{1}{r} \frac{\partial \psi^{(2)}}{\partial r} - \frac{\partial^2 \psi^{(2)}}{\partial r^2} \right). \]  
(46)
Condition (42) includes dimensionless jump coefficient of the order of one and sign of $\beta$ may either be positive or negative [24]. The jump coefficient $\beta$ signifies the difference in the shear stress at the fluid-porous layer interface and assumes values between approximately -1 and 1.

Special attention is usually paid to the boundary conditions on the outer cell boundary, $r = m$ ($\tilde{r} = \tilde{c}$). There are four frequently used versions of those boundary conditions, which are referred below as Happel’s, Kuwabara’s, Kvashnin’s and Cunningham/Mehta-Morse’s models. All four models assume continuity of the radial component of the liquid velocity on the outer cell surface ($r = m$ ($\tilde{r} = \tilde{c}$)):

$$v_r^{(1)}(m, \theta) = \cos \theta.$$  \hspace{1cm} (47)

Let us consider an additional condition used in each of the mentioned models. According to the Happel’s model [30] the tangential viscous stress vanishes on the cell boundary ($r = m$ ($\tilde{r} = \tilde{c}$)):

$$T_{r\theta}^{(1)}(m, \theta) = 0.$$ \hspace{1cm} (48)

According to Kuwabara’s model [31] the curl vanishes on the cell boundary ($r = m$ ($\tilde{r} = \tilde{c}$)), that is the flow is assumed to be potential one:

$$\nabla^2 \psi^{(1)}(m, \theta) = 0.$$ \hspace{1cm} (49)

According to Kvashnin’s model [32] a symmetry condition is introduced as follows:

$$\frac{\partial v_\theta^{(1)}}{\partial r} = 0. \quad (r = m \ (\tilde{r} = \tilde{c}))$$ \hspace{1cm} (50)

Acknowledging the importance of using unknown velocity as a boundary condition at the cell surface $r = m$ ($\tilde{r} = \tilde{c}$), initially Cunningham [33] and afterwards Mehta and Morse [34] assumed

$$v_\theta^{(1)}(m, \theta) = -\sin \theta.$$ \hspace{1cm} (51)

Solving the above problem for given boundary conditions (39)-(47) and one condition from (48)-(51) we can determined all the unknown constants. Expressions for those constants are not given below.

### 3.3. Drag force and hydrodynamic permeability

Integrating the normal and tangential stresses over the surface of the porous cylindrical shell of radius $\tilde{b}$ in the cell, yields the drag force experienced per unit length $\tilde{F}$ of a cylinder as given below:

$$\tilde{F} = \int_{0}^{2\pi} \left( T_{rr}^{(1)} \cos \theta - T_{r\theta}^{(1)} \sin \theta \right)_{r = \tilde{b}} \tilde{b} \, d\theta = F \, \tilde{\mu}^{(1)} \tilde{U},$$ \hspace{1cm} (52)
or
\[ F = \int_0^{2\pi} \left( T_{rr}^{(1)} \cos \theta - T_{r\theta}^{(1)} \sin \theta \right) r \, d\theta, \] (53)

is the dimensionless force.

Stress components according to Eqs (43) and (44) are
\[ T_{rr}^{(1)} = -4[rB_1 + \frac{1}{r^3}C_1 - \frac{1}{r}D_1] \cos \theta, \] (54)

\[ T_{r\theta}^{(1)} = -4[rB_1 + \frac{1}{r^3}C_1] \sin \theta. \] (55)

Substitution of those expressions (54) and (55) in (53) we get after integration:
\[ F = 4\pi D_1. \] (56)

Hydrodynamic permeability of a membrane, \( \bar{L}_{11} \), built up by those cylinders is defined as the ratio of the uniform flow rate \( \bar{U} \) to the cell gradient pressure \( \bar{F} / \bar{V} \) [1]:
\[ \bar{L}_{11} = \frac{\bar{U}}{\bar{F}/\bar{V}}, \] (57)

where, \( \bar{V} = \pi \bar{c}^2 \) is the volume of the cell of the unit length.

Substitution the value of \( \bar{F} \) from equation (52) and the value of \( \bar{V} \) from above in equation (57), we get
\[ \bar{L}_{11} = \frac{\bar{b}^2}{4\bar{\mu}^{(1)}\gamma D_1} = L_{11} \frac{\bar{b}^2}{\bar{\mu}^{(1)}}, \] (58)

where,
\[ L_{11} = \frac{1}{4\gamma D_1}, \] (59)

is the dimensionless hydrodynamic permeability of the membrane. The hydrodynamic permeability is a function of five dimensionless parameters, i.e. \( L_{11}(l, \sigma, \gamma, \lambda, \beta) \).

3.3.1. Hydrodynamic permeability of a porous cylinder-in-cell without impermeable core and with stress jump condition

In a particular case of \( l = 0 \), i.e. no impermeable core within the porous cylinder, we have the following expressions for hydrodynamic permeability.

For Happel’s model:
\[ L_{11} = \Delta_m / (2\alpha \lambda ((\alpha \beta \lambda^2 - \alpha^2 \lambda^2)(1 + m^4)I_1(\alpha) + 2\beta(1 - m^4)I_2(\alpha) + 2\alpha \lambda(1 - m^4)I_2(\alpha)
- 2\beta \lambda^2 (1 + m^4)I_2(\alpha) + \alpha^2 \beta \lambda^2 (1 + m^4)I_2(\alpha) + 2\alpha \lambda^3 (1 + m^4)I_2(\alpha)) / (4\gamma), \] (60)

where
\[ \Delta'_{II} = (-8\alpha\lambda^2(1 + m^4)I_1(\alpha) + \alpha^2 \beta\lambda^3(1 - m^4)I_1(\alpha) - \alpha^3 \lambda^4(1 - m^4)I_1(\alpha) + 16(1 - m^4)I_2(\alpha) \\
+ 16\alpha\beta\lambda I_2(\alpha) + 16\lambda^2(1 + m^4)I_2(\alpha) - 2\alpha\beta\lambda^3(1 - m^4)I_2(\alpha) + \alpha^2 \beta\lambda^3(1 - m^4)I_2(\alpha) \\
+ 2\alpha^2 \lambda^4(1 - m^4)I_2(\alpha) + 2\alpha^2 \beta\lambda^3(1 + m^4)I_1(\alpha)ln m - 2\alpha^3 \lambda^4(1 + m^4)I_1(\alpha)ln m \] (61)

For Kuwabara’s model:

\[ L_{11} = \Delta'_{K} / (4m^4\alpha\lambda((\alpha\beta\lambda^2 - \alpha^2 \lambda^3)I_1(\alpha) + 2\beta I_2(\alpha) - 2\alpha\lambda I_2(\alpha) \\
- 2\beta\lambda^2 I_2(\alpha) + \alpha^2 \beta\lambda^2 I_2(\alpha) + 2\alpha \lambda^3 I_2(\alpha)) / (4\gamma), \]

where

\[ \Delta'_{K} = (-16\alpha\lambda^2m^4I_1(\alpha) - \alpha^2 \beta\lambda^3(1 - 4m^2 + 3m^4)I_1(\alpha) - 32m^4(1 - \lambda^2)I_2(\alpha) + \alpha^2 \lambda^4 \\
(1 - 4m^2 + 3m^4)I_1(\alpha) + 2\alpha \beta\lambda(1 + 8m^2 - m^4)I_2(\alpha) + 2\alpha^2 \lambda^2(1 + m^4)I_2(\alpha) + 2\alpha \beta \lambda^3 \\
(1 - 4m^2 + 3m^4)I_2(\alpha) - \alpha^3 \beta \lambda^4(1 - 4m^2 + 3m^4)I_2(\alpha) - 2\alpha^2 \lambda^4(1 - 4m^2 + 3m^4)I_2(\alpha) \\
+ 4\alpha^2 \beta \lambda^3 m^4I_1(\alpha)ln m - 4m^4\alpha\beta \lambda^3 I_1(\alpha)ln m + 8m^4\alpha \beta \lambda I_1(\alpha)ln m - 8m^4\alpha^2 \lambda^3 I_2(\alpha)ln m \] (63)

For Kvashnin’s model:

\[ L_{11} = \Delta'_{KV} / \alpha\lambda((\alpha\beta\lambda^2 - \alpha^2 \lambda^3)I_1(\alpha) - \alpha^2 \beta\lambda^3 I_1(\alpha) - 3m^4\alpha^2 \lambda^3 I_1(\alpha) - 2\beta I_2(\alpha) \\
+ 6m^4\beta I_2(\alpha) + 2\alpha\lambda I_2(\alpha) - 6m^4\alpha \lambda I_2(\alpha) - 2\beta\lambda^2 I_2(\alpha) - 6m^4 \beta\lambda^2 I_2(\alpha) + \alpha^2 \beta\lambda^2 I_2(\alpha) \\
+ 3m^4 \alpha^2 \beta\lambda^2 I_2(\alpha) + 2\alpha \lambda^3 I_2(\alpha) + 6m^4 \alpha^2 \lambda^3 I_2(\alpha)) / (4\gamma), \]

where

\[ \Delta'_{KV} = -4\alpha\lambda^2 I_1(\alpha) - 12m^4\alpha\lambda^2 I_1(\alpha) + 2m^2 \alpha^2 \beta\lambda^3 I_1(\alpha) - 2m^4 \alpha^2 \beta\lambda^3 I_1(\alpha) - 2m^2 \alpha^2 \lambda^4 I_1(\alpha) \\
+ 2m^4 \alpha^2 \lambda^4 I_1(\alpha) + 8I_2(\alpha) - 24m^4 I_2(\alpha) + 9\alpha\beta\lambda I_2(\alpha) + 8m^2 \alpha\beta\lambda I_2(\alpha) - m^4 \alpha\beta\lambda I_2(\alpha) \\
+ 8\lambda^2 I_2(\alpha) + 24m^4 \lambda^2 I_2(\alpha) - \alpha^2 \lambda^4 I_2(\alpha) + m^4 \alpha^2 \lambda^4 I_2(\alpha) - 4m^4 \alpha\beta\lambda I_2(\alpha) + 4m^4 \alpha\beta\lambda I_2(\alpha) \\
+ 2m^4 \alpha^2 \beta\lambda^3 I_2(\alpha) - 2m^4 \alpha^2 \beta\lambda^3 I_2(\alpha) + 4m^4 \alpha^2 \lambda^3 I_2(\alpha) - 4m^4 \alpha^2 \lambda^3 I_2(\alpha) + \alpha^2 \lambda^3 I_2(\alpha)ln m \\
+ 3m^4 \alpha^2 \beta\lambda^3 I_2(\alpha)ln m - \alpha^2 \lambda^3 I_2(\alpha)ln m - 3m^4 \alpha^2 \lambda^3 I_2(\alpha)ln m - 2\alpha \beta \lambda^3 I_2(\alpha)ln m + 6m^4 \alpha\beta\lambda I_2(\alpha)ln m \\
+ 2\alpha^2 \lambda^2 I_2(\alpha)ln m - 6m^4 \alpha^2 \lambda^2 I_2(\alpha)ln m - 2\alpha \beta \lambda^3 I_2(\alpha)ln m - 6m^4 \alpha\beta\lambda I_2(\alpha)ln m + \alpha^3 \beta\lambda^3 I_2(\alpha)ln m \\
+ 3m^4 \alpha^2 \beta\lambda^3 I_2(\alpha)ln m + 2\alpha^2 \lambda^4 I_2(\alpha)ln m + 6m^4 \alpha^2 \lambda^4 I_2(\alpha)ln m. \]

For Cunningham/Mehta-Morse’s model:

\[ L_{11} = \Delta'_{AM} / \alpha\lambda(\alpha\beta\lambda^2 - \alpha^2 \lambda^3)I_1(\alpha) + m^4 \alpha\beta\lambda^2 I_1(\alpha) - \alpha^2 \lambda^3 I_1(\alpha) + 2\beta I_2(\alpha) \\
+ 2m^4 \beta I_2(\alpha) - 2\alpha\lambda I_2(\alpha) + 2m^4 \alpha \lambda I_2(\alpha) - 2m^4 \beta\lambda^2 I_2(\alpha) - \alpha^2 \beta\lambda^2 I_2(\alpha) \\
+ m^4 \alpha^2 \beta\lambda^2 I_2(\alpha) - 2\alpha \lambda^3 I_2(\alpha) + 2m^4 \alpha \lambda^3 I_2(\alpha)) / (4\gamma), \]

where
\[ \Delta_{\text{MST}} = 4\alpha \lambda^2 I_1(\alpha) - 4m^4 \alpha \lambda^2 I_1(\alpha) - \alpha^2 \beta \lambda^3 I_1(\alpha) + 2m^2 \alpha^2 \beta \lambda^3 I_1(\alpha) - m^4 \alpha^2 \beta \lambda^3 I_1(\alpha) \]
\[ + \alpha^2 \lambda^4 I_1(\alpha) - 2m^2 \alpha^3 \lambda^4 I_1(\alpha) + m^4 \alpha^3 \lambda^4 I_1(\alpha) - 8I_2(\alpha) - 8m^4 I_1(\alpha) - 7\alpha \beta \lambda I_1(\alpha) + 8m^2 \alpha \beta \lambda I_2(\alpha) \]
\[ - m^4 \alpha \beta \lambda I_1(\alpha) - 8\lambda^2 I_1(\alpha) + 8m^4 \lambda^2 I_2(\alpha) - \alpha^2 \lambda^3 I_2(\alpha) + m^4 \alpha^2 \lambda^3 I_2(\alpha) + 2\alpha \beta \lambda I_2(\alpha) - 4m^2 \alpha \beta \lambda I_2(\alpha) \]
\[ + 2m^2 \alpha \beta \lambda I_2(\alpha) - \alpha^2 \beta \lambda^3 I_2(\alpha) + 2m^2 \alpha^2 \beta \lambda^3 I_2(\alpha) - m^4 \alpha^2 \beta \lambda^3 I_2(\alpha) - 2\alpha^2 \lambda^4 I_2(\alpha) + 4m^2 \alpha^2 \lambda^4 I_2(\alpha) \] (67)

3.3.2. Hydrodynamic permeability of a porous cylinder-in-cell without impermeable core and with continuity condition

If \( l = 0 \) and \( \beta = 0 \), the cylindrical shell will reduce to a porous circular cylinder of radius
\[ r = 1 \left( \tilde{r} = \tilde{b} \right), \]
with continuity conditions at the fluid-porous interface. In this case, taking into account different notations i.e., \( \alpha = s, \lambda^2 = m \) and substituting \( \gamma^2 \) instead of \( \gamma \), we get the earlier deduced results [50] for hydrodynamic permeability \( L_{11} \).

Happel’s model

\[ L_{11} = \lambda^2 \sigma \{8(1 + \gamma^2) + \lambda^2 \alpha^2 (\gamma^2 - 1) - \lambda^2 \alpha^2 (1 + \gamma^2) \ln(\gamma) \} I_1(\alpha) + \]
\[ 2\{8 + \lambda^2 (\lambda^2 \alpha^2 - 8) - \gamma^2 (8 + \lambda^2 (8 + \lambda^2 \alpha^2)) + \lambda^2 \alpha^2 (1 + \lambda^2 + \gamma^2 (1 + \lambda^2)) \ln(\gamma) \} I_2(\alpha) / \]
\[ [8\lambda^4 \gamma \alpha^3 (1 + \gamma^2) I_1(\alpha) - 16\lambda^2 \gamma \alpha^2 (-1 + \lambda^2 + \gamma^2 (1 + \lambda^2)) I_2(\alpha)]. \] (68)

At \( \lambda = 1 \) (equal viscosities) from Eq (68) we get the following expression for the hydrodynamic permeability:

\[ L_{11} = 1 / \left( \frac{8 \gamma \sigma^2 [\sigma I_1(\sigma)(1 + \gamma^2) - 4 \gamma^2 I_2(\sigma)]}{\sigma^2 (\gamma^2 - 1) [\sigma I_1(\sigma) - 2I_2(\sigma)] + (8 - \sigma^2) \ln(\gamma) \sigma (1 + \gamma^2) I_1(\sigma) - 4\gamma^2 I_2(\sigma)) \right), \] (69)

which can be also obtained from earlier published paper by Deo and Yadav [49].

Kuwabara’s model

\[ L_{11} = \lambda^2 \sigma \{16 + \lambda^2 (16 + \alpha^2 (\gamma - 1)(1 + \gamma + \lambda^2 (\gamma - 3))) + 2\lambda^2 \alpha^2 (\lambda^2 - 1) \ln(\gamma) \} I_1(\alpha) + \]
\[ (-64 + 64\lambda^2 - 16\lambda^2 \alpha^2 (\gamma^2 - 5) + \lambda^4 \alpha^2 (3 - 4\gamma + \gamma^2) (4 + \alpha^2) - \]
\[ 2\lambda^2 \alpha^2 (-1 + \lambda^2 (4 + \alpha^2)) \ln(\gamma) \} I_1(\alpha)] /[16\gamma \lambda^4 \alpha^4 I_1(\alpha) - 32\lambda^2 \gamma \alpha^3 (\lambda^2 - 1) I_2(\alpha)]. \] (70)

For \( \lambda = 1 \) we get the following expression for permeability from Eq (70):

\[ L_{11} = 1 / \left( \frac{16 \gamma \sigma^2 I_1(\sigma)}{4\sigma (\gamma - 1)^2 I_0(\sigma) - [\sigma^2 (3 - 4\gamma + \gamma^2 + 2 \ln(\gamma) + 8(\gamma^2 - 2\gamma - 1)] I_1(\sigma)} \right), \] (71)

which can also be also obtained using results from earlier published paper by Deo [46].

Kvashnin’s model
\[
L_{11} = \left[ 24 - 8\gamma^2 - 8\lambda^2(3 + \gamma^2) + \lambda^2\alpha^2(\gamma - 1)(1 + \gamma - 4\lambda^2) + \lambda^2\alpha^2(-3 + \gamma^2 + \lambda^2(3 + \gamma^2))\ln(\gamma) \right] I_0(\alpha) + \left\{-48 + 16\gamma^2 + 16\lambda^2(3 + \gamma^2) + 2\lambda^2\alpha^2(7 + \gamma^2 + 4\lambda^2(\gamma - 1)) + 2\lambda^2\alpha^2(\gamma - 1) - \lambda^2\alpha^2(-6 + 2\gamma^2 + 2\lambda^2(3 + \gamma^2) + \lambda^2\alpha^2(3 + \gamma^2) / 2)\ln(\gamma) \right\} I_1(\alpha) /
\]
\[
[4\gamma\lambda^2\alpha^4(3 + \gamma^2) I_1(\alpha) - 8\gamma\lambda^2\alpha^3(-3 + \gamma^2 + \lambda^2(3 + \gamma^2))] I_2(\alpha).
\]

At \( \lambda = 1 \) (equal viscosities) from Eq (72) we get the following expression for permeability:
\[
L_{11} = \left\{ 2[\alpha^3(\gamma - 3)(\gamma - 1) - 16\gamma^2\alpha + 2\gamma^2\alpha^3\ln(\gamma)] I_0(\alpha) + [4\alpha^4(\gamma - 1) + 4\alpha^2(\gamma + 1)(\gamma + 3) + 64\gamma^2 - (\gamma^2\alpha^4 + 3\alpha^4 + 8\gamma^2\alpha^3)\ln(\gamma)] I_1(\alpha) / \right\} / \left\{ 8\alpha^3[\gamma\alpha(\gamma^2 + 3) I_1(\alpha) - 4\gamma^3 I_2(\alpha)] \right\}.
\]

**Cunningham/Mehta-Morse’s model**
\[
L_{11} = \left\{ 8(\lambda^2 - 1) - 8\gamma^2(1 + \lambda^2) - \lambda^2\alpha^2(\gamma - 1)(1 + \gamma + 2\lambda^2(\gamma - 1)) + \lambda^2\alpha^2(1 + \gamma^2 + \lambda^2(\gamma^2 - 1)) \right\} I_0(\alpha) + \left\{ 16(1 - \lambda^2 + \gamma^2(1 + \lambda^2)) + 2\lambda^2\alpha^2(\gamma - 1)(3 - 2\lambda^2 + \gamma(3 + 2\lambda^2)) + \lambda^2\alpha^4(\gamma - 1)^2 - \lambda^2\alpha^2(4 - \lambda^2(4 + \alpha^2) + 4\gamma^2 + \lambda^2\alpha^2(4 + \alpha^2))\ln(\gamma) / 2 \right\} I_1(\alpha) /
\]
\[
[4\gamma\lambda^2\alpha^4(\gamma - 1) I_1(\alpha) - 8\gamma\lambda^2\alpha^3(1 - \lambda^2 + \gamma^2(1 + \lambda^2))] I_2(\alpha).
\]

At \( \lambda = 1 \) from Eq (74) we get the following expression for the hydrodynamic permeability:
\[
L_{11} = \left\{ [-2\alpha^3(\gamma - 1)(3\gamma - 1) - 32\gamma^2\alpha + 4\alpha^3\gamma^2\ln(\gamma)] I_0(\alpha) + [2\alpha^4(\gamma - 1)^2 + 4\alpha^2(\gamma - 1)(5\gamma + 1) + 64\gamma^2 + \alpha^2(\alpha^2 - \alpha^2\gamma^2 - 8\gamma^2)\ln(\gamma)] I_1(\alpha) / \right\} / \left\{ 8\alpha^3[\alpha\gamma(\gamma^2 - 1) I_1(\alpha) - 4\gamma^3 I_2(\alpha)] \right\}.
\]

**3.3.3. Hydrodynamic permeability of a membrane built up by solid cylinders**

At \( \lambda \rightarrow \infty \) or \( \sigma \rightarrow \infty \), we have a membrane built up by solid impermeable cylindrical particles/fibres. The hydrodynamic permeability in this case reduces to the following expressions:

Happel’s model [1]:
\[
L_{11} = \left\{ 8\gamma / \left[ -(\ln(\gamma + 1) + 2\gamma^2)/(1 + \gamma^2) \right] \right\}.
\]

Kuwabara’s model [1]:
\[
L_{11} = \left\{ 8\gamma / \left[ -\log(\gamma - (3/2) + 2\gamma - (1/2)\gamma^2) \right] \right\}.
\]

Kvashnin’s model:
\[
L_{11} = 1 / \left\{ 4\gamma(\gamma^2 + 3)/(2(\gamma - 1) + \log(3(\gamma^2)) \right\}.
\]

Cunningham/Mehta-Morse’s model:
\[
L_{11} = 1 / \left\{ 4\gamma(1 + \gamma)/(\gamma - 1 - \log(1 + \gamma)) \right\}.
\]

**3.4. Results and discussion**
In this section we discuss the variation of hydrodynamic permeability of a membrane with permeability parameter, ratio of viscosities, jump coefficient and particle volume fraction for all four cell models.

On analyzing the effect of dimensionless permeability we observe that the hydrodynamic permeability decreases with $\sigma$, i.e. for highly permeable porous shells of the particles the hydrodynamic permeability of the membrane is higher (Fig.3). The hydrodynamic permeability is highest for Happel’s model and lowest for Cunningham/Mehta-Morse’s model. This dependence of hydrodynamic permeability for a porous medium built up by cylindrical particles matches the earlier results for a porous medium built up by spherical particles [40].

![Graph showing variation of dimensionless hydrodynamic permeability with $\sigma$.](image-url)

**Fig. 3.** Variation of dimensionless hydrodynamic permeability with $\sigma$ for $\gamma = 0.5, \beta = -0.3, \lambda = 2$ and $l = 0.5$ for different models: 1 - Happel, 2 – Kvashnin, 3 – Kuwabara, 4 – Cunningham/Mehta-Morse.
Fig. 4. Variation of dimensionless hydrodynamic permeability with the cylindrical particles volume fraction $\gamma$ for $\sigma = 5, \beta = 0.3, \lambda = 2$ and $\ell = 0.5$ for different models: 1 - Happel, 2 – Kvashnin, 3 – Kuwabara, 4 – Cunningham/Mehta-Morse.

Fig. 4 shows that the hydrodynamic permeability of membrane decreases with particle volume fraction $\gamma$ and at low particle volume fraction, all four cell models agree. At $\gamma \to 0$, $L_{11}$ increases unboundedly and for $\gamma \to 1$ the membrane hydrodynamic permeability approaches zero, which is similar to the case of particles of spherical geometry [40]. Like in the case of spherical particles the hydrodynamic permeability is slightly lower for the Cunningham/Mehta-Morse’s model. Other three models show a similar variation with particle volume fraction (Figs 3 and 4).

The dependence of the hydrodynamic permeability of membrane on parameter $\beta$ is presented in Fig. 5, which shows that $L_{11}$ increases as the jump coefficient $\beta$ increases. In other words, difference in shear stress at the fluid-porous layer interface has direct impact on the hydrodynamic permeability of the membrane and hence cannot be ignored. Moreover, behavior of the hydrodynamic permeability is not symmetric in relation to the sign of the jump coefficient $\beta$ as it could be expected from Eq (42).
Fig. 5. Variation of dimensionless hydrodynamic permeability with $\beta$ for $\sigma = 5, \gamma = 0.64, \lambda = 1$ and $l = 0.5$ for different models: 1 - Happel, 2 – Kvashnin, 3 – Kuwabara, 4 – Cunningham/Mehta-Morse.

Fig. 6. Variation of dimensionless hydrodynamic permeability with $\lambda$ for $\sigma = 5, \gamma = 0.5, \beta = -0.3$ and $l = 0.5$ for different models: 1 - Happel, 2 – Kvashnin, 3 – Kuwabara, 4 - Cunningham/Mehta-Morse.
The influence of viscosity ratio on the hydrodynamic permeability of a membrane is shown in Fig. 6. The hydrodynamic permeability of a membrane decreases with the increase in the viscosity ratio $\lambda$, i.e. the hydrodynamic permeability of a membrane decreases with the increase in effective viscosity of the porous layers and with the decrease in viscosity of the clear fluid.

4. Flow along parallel cylinders covered with a porous layer

In this section, we consider the filtration through a membrane composed of cylinders covered with a porous layer when the flow is directed along the axis of cylinders (Fig. 7). As before, we consider the flow in an individual cell. Using a cylindrical system of coordinates where the axis is directed along the flow, equations that describe the flow outside and inside the porous layer have the following form:

\[
\begin{align*}
\bar{u}^{(1)} & = \frac{1}{r} \frac{d}{dr} \left( r \frac{d\tilde{u}^{(1)}}{dr} \right) = \frac{d\tilde{p}}{dz}, \quad (\bar{a} < \tilde{r} < \bar{b}) \\
\bar{u}^{(2)} & = \frac{1}{r} \frac{d}{dr} \left( r \frac{d\tilde{u}^{(2)}}{dr} \right) - \frac{\bar{u}^{(1)}}{k} \tilde{u}^{(2)} = \frac{d\tilde{p}}{dz}, \quad (\bar{b} < \tilde{r} < \tilde{c})
\end{align*}
\]

where $\tilde{u}^{(1)}$, $\tilde{u}^{(2)}$ are velocities of liquid in corresponding regions along the cylinder and $\frac{d\tilde{p}}{dz}$ is the pressure drop, which is considered to be constant and fixed by outer conditions.

**Fig.7.** Schematic presentation of cylindrical cell with particle covered with porous layer at the imposed longitudinal flow of liquid.

We set the no-slip condition on the surface of a rigid cylinder as before

\[
\tilde{u}^{(2)} = 0, \quad \tilde{r} = \tilde{a}. 
\]

At the liquid-porous layer interface, $\tilde{r} = \tilde{b}$, we use the continuity condition for velocity and the jump condition for the tangential stresses:

\[
\tilde{u}^{(1)} = \tilde{u}^{(2)},
\]
In this case, the Happel’s, Kuwabara’s, Kvashnin’s, and Cunningham/Mehta-Morse’s boundary conditions lead to the following single result:

\[
\frac{d\tilde{u}^{(1)}}{dr} = 0 \quad \text{at} \quad \tilde{r} = \tilde{c}.
\]  

(85)

Eqs (80) and (81) with boundary conditions (82)–(85) in dimensionless variables (21) have the following form:

\[
\frac{d}{dr} \left( \frac{r \frac{du^{(1)}}{dr}}{r^2} \right) = r \omega, 
\]  

(86)

\[
\frac{r^2 du^{(2)}}{dr^2} + \frac{du^{(2)}}{dr} - r \alpha^2 u' = r \omega / \lambda^2, 
\]  

(87)

\[
u^{(2)} = 0 \quad \text{at} \quad r = 1, 
\]  

(88)

\[
u^{(1)} = u^{(2)} \quad \text{at} \quad r = 1, 
\]  

(89)

\[
\lambda^2 \frac{du^{(2)}}{dr} - \frac{du^{(1)}}{dr} = \beta \sigma u^{(1)} \quad \text{at} \quad r = 1, 
\]  

(90)

\[
\frac{du^{(1)}}{dr} = 0 \quad \text{at} \quad r = m, 
\]  

(91)

where \( \omega = \frac{d \rho}{dz} \) is introduced. The general solutions of Eqs. (86) and (87) can be expressed in the following form:

\[
u^{(1)} = b_1 + b_2 \ln r + \omega \frac{r^2}{4}, 
\]  

(92)

\[
u^{(2)} = c_1 I_0(sr) + c_2 K_0(sr) - \frac{\omega}{\lambda^2 \alpha^2}. 
\]  

(93)

Substituting expressions (92) and (93) into boundary conditions (88)–(91) we find the following values of constants \( b_1, b_2, c_1 \) and \( c_2 \) as

\[
b_1 = -\omega \{ \alpha^2 \{ (2 - \alpha \beta \gamma \lambda) I_0(\alpha) + \gamma (\alpha \lambda^2 I_1(\alpha) - 2 I_2(\alpha)) \} K_0(\alpha) + 
\]

\[
I_0(\alpha)((\alpha \beta \gamma \lambda - 2) K_0(\alpha) + \gamma (\alpha \lambda^2 K_1(\alpha) + 2 K_2(\alpha))) \} - 4 / 
\]

\[
\{ 4 \alpha^3 \gamma \lambda \{ (\lambda I_1(\alpha) - \beta I_0(\alpha)) K_0(\alpha) + I_0(\alpha)(\beta K_0(\alpha) + \lambda K_1(\alpha)) \} \}, 
\]  

(94)

\[
b_2 = -\frac{\omega}{2 \gamma}, 
\]  

(95)

\[
c_1 = \frac{\omega \{ 2 \gamma \lambda K_0(\alpha) + [\alpha \lambda (\gamma - 1) - 2 \beta \gamma] K_0(\alpha) + 2 \gamma \lambda K_1(\alpha) \} 
\]

\[
2 \alpha^2 \gamma \lambda^2 \{ \lambda I_1(\alpha) - \beta I_0(\alpha) \} K_0(\alpha) + [\gamma K_1(\alpha) + \beta K_0(\alpha)] I_0(\alpha) \} \}, 
\]  

(96)

\[
c_2 = \frac{\omega \{ 2 \gamma \lambda I_1(\alpha) - 2 \beta \gamma I_0(\alpha) + [2 \beta \gamma - \alpha \lambda (\gamma - 1)] I_0(\alpha) \} 
\]

\[
2 \alpha^2 \gamma \lambda^2 \{ \lambda I_1(\alpha) - \beta I_0(\alpha) \} K_0(\alpha) + [\gamma K_1(\alpha) + \beta K_0(\alpha)] I_0(\alpha) \} \}. 
\]  

(97)

The dimensionless flow rate of fluid passing through the cylindrical cell is equal to (see Fig. 7):
\[ Q = 2\pi \left( \int_1^m u^{(2)} r dr + \int_1^n u^{(1)} r dr \right). \]  \hspace{1cm} (98)

In the case under consideration, the filtration rate is equal to \( V_f = Q/(\pi / \gamma) \) [1]. Using the Darcy’s law for the flow in porous medium, we obtain in dimensionless form

\[ V_f = -L_{1|1} dp / dx = -L_{1|1} \omega. \hspace{1cm} (99) \]

From expressions (92)–(99), we derive the following formula for the coefficient of hydrodynamic permeability \( L_{1|1} \) of the porous medium under consideration:

\[ L_{1|1} = \left(-\gamma / \omega\right)\{[\omega(l^2 - 1) + 2\alpha \lambda \gamma (c_1 I_1(\alpha) - c_1 l I_1(\alpha l) - c_2 K_1(\alpha) + c_2 l K_1(\alpha l))] / (\alpha^2 \lambda^2) + [-4b_2 \gamma \ln(\gamma) - (\gamma - 1)(\gamma (8b_1 - 4b_2 + \omega) + \omega)] / (8\gamma^2)\}. \hspace{1cm} (100) \]

Let us consider now the most significant limiting cases of general equation (100).

4.1. Set of porous particles

At \( \lambda = 0 \), we have a porous particle with no rigid impermeable core and the expression for hydrodynamic permeability can be written as

\[ L_{11} = \{-8\beta \gamma^2 I_2(\alpha) - \lambda I_1(\alpha) [\alpha^2 \lambda^2 (\gamma^2 - 4\gamma + 3) + 2\alpha^2 \lambda^2 \ln(\gamma) + 8\gamma (\gamma - 2)] + \alpha \lambda I_0(\alpha) [4(\gamma - 1)^2 + \alpha^2 \lambda (\gamma^2 - 4\gamma + 3) + 2\alpha^2 \lambda \ln(\gamma)]\} / \{8\alpha^2 \lambda^2 [\lambda I_1(\alpha) - \beta I_0(\alpha)]\}. \hspace{1cm} (101) \]

4.2. Set of solid impermeable particles

At \( \sigma \to \infty \), or \( \lambda \to \infty \), or \( l = 1 \) we have a particle without a porous layer that is absolutely impermeable to liquid. In this case the expression for the hydrodynamic permeability acquires the known form [1]

\[ L_{11} = -\frac{2\ln(\gamma) - \gamma^2 + 4\gamma - 3}{8\gamma}. \hspace{1cm} (102) \]
Fig. 8. Dependences of the dimensionless hydrodynamic permeability $L_{11}$ of a membrane composed by cylindrical particles on imposed longitudinal flow of liquid on the particle volume fraction $\gamma$ at $\lambda = 0.5$; $\alpha = 2$: 1 - completely porous particle at $\beta = 0.3$ and 2 - $\beta = -0.3$, 3 - partially porous particles ($l = 0.7$) at $\beta = 0.3$ and 4 - $\beta = -0.3$ (curve 4), 5 - solid impermeable particles.

Fig. 8 demonstrates the dependences of the dimensionless hydrodynamic permeability $L_{11}$ of the membrane composed by cylindrical particles on the particle volume fraction $\gamma$ at $\lambda = 0.5$; $l = 0.7$; $\alpha = 2$ for different conditions. Curves 1–5 are plotted using formulas (100)–(102). The permeability of the membrane decreases with increasing $\gamma$, i.e., with the increase in the fraction of solid phase. The curves 3 and 4 for particles covered with a porous layer are located lower than curves 1 and 2 for completely porous particles and higher than curve 5 for impermeable solid particles. The latter is easy to understand: the larger the fraction of porous medium, the higher the permeability. As before, when $\gamma \to 0$, the permeability of the membrane increases infinitely for all models. When $\gamma \to 1$ for the model with rigid impermeable particles the permeability tends to zero (curve 5), which also follows from formula (102). When $\gamma \to 1$ the medium formed by completely porous particles (curves 1 and 2) is transformed into the Brinkman’s medium and the permeability tends to its limiting value

$$L_{11} = \frac{\lambda I_1(\alpha) - \beta I_2(\alpha)}{\alpha^2 \lambda^2 [\lambda I_1(\alpha) - \beta I_0(\alpha)]},$$

(103)
which follows from formula (101).

In the case of the particle with porous layer (curves 3 and 4) at $\gamma \to 1$, we deal with the flow of fluid in the Brinkman’s medium consisting of impermeable cylindrical fibers. According to the formula (100), the hydrodynamic permeability of such medium is equal to

$$L_{11} = \left\{ \frac{l^2[-\beta K_0(\alpha) - \lambda K_1(\alpha)]I_2(\alpha l) + l^2[\beta I_0(\alpha) - \lambda I_1(\alpha)]K_2(\alpha l) - \beta I_2(\alpha)K_0(\alpha l) + \lambda[I_1(\alpha)K_0(\alpha l) + I_0(\alpha l)K_1(\alpha)] + \beta I_0(\alpha l)K_2(\alpha)\alpha^2 - 4\beta]}{\alpha^4l^2\{[\lambda I_1(\alpha) - \beta I_0(\alpha)]K_0(\alpha l) + [\beta K_0(\alpha) + \lambda K_1(\alpha)]I_0(\alpha l)\}} \right\}. \quad (104)$$

![Graph](image.png)

**Fig. 9.** Variation of dimensionless hydrodynamic permeability $L_{11}$ of a membrane consisting of cylindrical particles under longitudinal flow on jump coefficient $\beta$ for $\sigma = 1$, $\ell = 0.5$, $\lambda^2 = 2$, $\gamma = 0.5$.

The hydrodynamic permeability increases with jump coefficient $\beta$ as shown in Fig.9, which shows lower resistance of the membrane against the imposed flow for a relatively higher shear stress in porous region compared to the clear fluid region.
Fig. 10. Variation of dimensionless hydrodynamic permeability $L_{11}$ of a membrane built up by cylindrical particles under longitudinal flow on dimensionless $\sigma$ for $\ell = 0.5$, $\lambda^2 = 2$, $\gamma = 0.5$ and $\beta = -0.8$ (1), -0.5 (2), -0.2 (3)

Fig. 11. Variation of dimensionless hydrodynamic permeability $L_{11}$ of a membrane consisting of cylindrical particles under longitudinal flow on viscosity ratio $\lambda^2$ for $\sigma = 1$, $\ell = 0.5$, $\beta = -0.5$, $\gamma = 0.5$
The variation of hydrodynamic permeability with dimensionless resistance of Brinkman medium, $\sigma$, is shown in Fig.10. The latter figure shows that with the increase in dimensionless resistance $\sigma$ the hydrodynamic permeability is decreasing. An almost similar observation for the drag force has been reported by Bhattacharya and Raja-Shekhar [53].

Fig.11 shows the decay in hydrodynamic permeability with viscosity ratio which agrees with previous results for spherical particles and cylindrical particles for flow across the membrane.

5. Comparison of different cell models

In this section, we compare different cell models that describe the flow in porous media, i.e., we consider the flows through the membranes formed by spherical and cylindrical particles with longitudinal, transverse, or random orientations toward the flow.

5.1. Composite particles with a porous layer on the surface

Table 1 lists the values of permeability $L_{11}$ for membranes composed of rigid spherical particles or cylinders covered with porous layers at different porosities $\varepsilon$ and fixed values of $\lambda = \sqrt{2}, l = 0.4, \sigma = 3, \beta = 0$. The permeability of porous medium formed by spherical particles was calculated using equations reported in [40].

**Table 1.** Values of the dimensionless permeability $L_{11}$ for membranes composed of spherical particles or cylinders covered with a porous layer*

<table>
<thead>
<tr>
<th>Model</th>
<th>Spherical particles</th>
<th>Cylinders</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Orientation</td>
<td>Normal</td>
<td>Parallel</td>
<td>Random</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bound. Cond.</td>
<td>H</td>
<td>Kv</td>
<td>Ku</td>
<td>Cu</td>
<td>H</td>
</tr>
<tr>
<td>Porosity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>1</td>
<td>1.66</td>
<td>1.55</td>
<td>1.48</td>
<td>1.21</td>
<td>2.54</td>
</tr>
<tr>
<td>0.8</td>
<td>0.65</td>
<td>0.60</td>
<td>0.57</td>
<td>0.45</td>
<td>0.85</td>
<td>0.73</td>
</tr>
<tr>
<td>0.7</td>
<td>0.36</td>
<td>0.33</td>
<td>0.32</td>
<td>0.25</td>
<td>0.41</td>
<td>0.35</td>
</tr>
<tr>
<td>0.6</td>
<td>0.23</td>
<td>0.21</td>
<td>0.20</td>
<td>0.16</td>
<td>0.23</td>
<td>0.20</td>
</tr>
<tr>
<td>0.5</td>
<td>0.16</td>
<td>0.15</td>
<td>0.14</td>
<td>0.12</td>
<td>0.15</td>
<td>0.13</td>
</tr>
<tr>
<td>0.4</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.09</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>0.3</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>0.2</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>0.1</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*Abbreviations for models: H for Happel’s, Kv for Kvashnin’s, Ku for Kuwabara’s and Cu for Cunningham/Mehta-Morse’s models*
The permeability of a medium formed by cylinders was calculated using equations (59) and (100). For the random orientation of the cylinder, we used an averaging procedure based on the following considerations. When cylinders are oriented perpendicular to the flow, the model yields the same results, which were deduced for cylinders with longitudinal or random orientations in the plane normal to the flow. Therefore, when considering the case of random orientation, the averaging was performed so that the weight of the contribution from the cylinders with normal orientation to the flow was twice as large as that of the flow along the cylinders. Thus obtained values of permeability are listed in columns of Table 1 referred to the cases of random packing.

The following conclusions can be drawn from the values of permeability listed in Table 1. At a small fraction of solid phase (upper lines in Table 1), the permeability of a porous medium formed by cylinders is higher than for media composed by spherical particles. Moreover, the system of cylinders oriented along the flow is characterized by the largest permeability. The values of permeability for different systems are leveled with an increase in the concentration of solid phase (with a decrease in porosity). This can be explained by the fact that geometric differences between media formed by spherical particles and cylinders become less noticeable at high concentrations of solid phase. At the concentration of solid phase equals 0.9 ($\varepsilon = 0.1$), the values of dimensionless permeability vary from 0.002 to 0.006. Note also that, unlike weakly concentrated media, at high concentration of solid phase, the values of hydrodynamic permeability appeared to be larger for the set of spherical particles.

5.2. Completely porous particles

The values of the dimensionless permeability $L_{11}$ of membranes formed by porous spherical particles or cylinders at different values of porosity $\varepsilon$ and $\lambda = \sqrt{3}, \sigma = 2$ are shown in Table 2.

Table 2 is constructed analogously to Table 1. The behavior of permeability $L_{11}$ for media formed by completely porous and composite particles and cylinders is very similar. Furthermore, the dependence on the type of boundary conditions becomes less marked and almost vanishes at high concentration of solid phase ($\varepsilon < 0.4$). The values of the permeability do not tend to zero with a similar tendency of porosity, since, in this case, the fluid can flow through porous shells.

Table 2. Values of the dimensionless permeability $L_{11}$ for membranes composed of porous spherical particles or cylinders
<table>
<thead>
<tr>
<th>Model</th>
<th>Spherical particles</th>
<th>Cylinders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation</td>
<td>Normal</td>
<td>Parallel</td>
</tr>
<tr>
<td>Bound.cond.</td>
<td>H</td>
<td>Kv</td>
</tr>
<tr>
<td>Porosity</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>0.9</td>
<td>3.39</td>
<td>3.30</td>
</tr>
<tr>
<td>0.8</td>
<td>1.52</td>
<td>1.49</td>
</tr>
<tr>
<td>0.7</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>0.6</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>0.5</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td>0.4</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>0.3</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>0.2</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>0.1</td>
<td>0.28</td>
<td>0.28</td>
</tr>
</tbody>
</table>

### 5.3. Rigid impermeable particles

The semi-empirical Kozeny–Karman formula [1] results in the following expression for the permeability of porous media:

$$L_{11} = \frac{\varepsilon \rho^2}{kb^2},$$  \hspace{1cm} (105)

where $k$ is the dimensionless Kozeny constant; $\rho$ is the hydraulic radius, which is equal to the ratio of pore volume to the wetting area, and $\varepsilon$ is the porosity.

The calculation of the theoretical values of the Kozeny constant using formula (105) yields the following relation:

$$k = \frac{\varepsilon \rho^2}{b^2 L_{11}^2}.$$ \hspace{1cm} (106)

For media composed of cylindrical particles, we have

$$\rho = \frac{\pi(c^2 - \tilde{b}^2)}{2\pi\tilde{b}} = \frac{\tilde{b}}{2} \left(1 - \frac{1}{\gamma}\right) = \frac{\varepsilon \tilde{b}}{2(1 - \varepsilon)}.$$ \hspace{1cm} (107)

Substituting expression (107) into formula (106), we obtain

$$k = \frac{\varepsilon^3}{4(1 - \varepsilon)^2 L_{11}},$$ \hspace{1cm} (108)

where $L_{11}$ is found from one of formulas (76) - (79) or (102).

For media composed of spherical particles [40], we have

$$\rho = \frac{\varepsilon \tilde{a}}{3(1 - \varepsilon)},$$ \hspace{1cm} (109)
and the relation for the Kozeny constant can be expressed as

\[ k = \frac{\varepsilon^3}{9(1 - \varepsilon)^2 L_{11}}, \quad (110) \]

where \( L_{11} \) is calculated using one of the formulas from [40].

Table 3 presents the theoretical values of the Kozeny constant \( k \) for membranes formed by spherical particles or cylinders at different values of porosity \( \varepsilon \). According to the current hypothesis, the Kozeny constant should be a constant independent of both the structure of membrane and its porosity.

### Table 3. Theoretical values of the Kozeny constant \( k \) for membranes composed of solid spherical particles or cylinders

<table>
<thead>
<tr>
<th>Porosity</th>
<th>0.1</th>
<th>4.44</th>
<th>4.55</th>
<th>4.66</th>
<th>17.42</th>
<th>5.73</th>
<th>5.95</th>
<th>6.16</th>
<th>22.83</th>
<th>3.08</th>
<th>4.84</th>
<th>4.99</th>
<th>5.14</th>
<th>16.24</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td></td>
<td>4.42</td>
<td>4.64</td>
<td>4.86</td>
<td>16.87</td>
<td>5.51</td>
<td>5.95</td>
<td>6.36</td>
<td>21.71</td>
<td>3.18</td>
<td>4.73</td>
<td>5.02</td>
<td>5.30</td>
<td>15.53</td>
</tr>
<tr>
<td>0.3</td>
<td></td>
<td>4.44</td>
<td>4.79</td>
<td>5.11</td>
<td>16.38</td>
<td>5.36</td>
<td>6.01</td>
<td>6.61</td>
<td>20.66</td>
<td>3.30</td>
<td>4.67</td>
<td>5.11</td>
<td>5.51</td>
<td>14.88</td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>4.54</td>
<td>5.00</td>
<td>5.43</td>
<td>15.96</td>
<td>5.30</td>
<td>6.16</td>
<td>6.92</td>
<td>19.71</td>
<td>3.46</td>
<td>4.69</td>
<td>5.26</td>
<td>5.77</td>
<td>14.29</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>4.74</td>
<td>5.33</td>
<td>5.86</td>
<td>15.66</td>
<td>5.37</td>
<td>6.43</td>
<td>7.34</td>
<td>18.88</td>
<td>3.67</td>
<td>4.80</td>
<td>5.51</td>
<td>6.11</td>
<td>13.81</td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>5.11</td>
<td>5.83</td>
<td>6.47</td>
<td>15.55</td>
<td>5.62</td>
<td>6.89</td>
<td>7.92</td>
<td>18.26</td>
<td>3.96</td>
<td>5.07</td>
<td>5.91</td>
<td>6.60</td>
<td>13.49</td>
</tr>
<tr>
<td>0.7</td>
<td></td>
<td>5.79</td>
<td>6.68</td>
<td>7.42</td>
<td>15.82</td>
<td>6.20</td>
<td>7.68</td>
<td>8.83</td>
<td>18.00</td>
<td>4.41</td>
<td>5.60</td>
<td>6.59</td>
<td>7.36</td>
<td>13.47</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>7.22</td>
<td>8.31</td>
<td>9.19</td>
<td>16.96</td>
<td>7.46</td>
<td>9.20</td>
<td>10.46</td>
<td>18.54</td>
<td>5.23</td>
<td>6.72</td>
<td>7.87</td>
<td>8.72</td>
<td>14.11</td>
</tr>
<tr>
<td>0.9</td>
<td></td>
<td>11.34</td>
<td>12.80</td>
<td>13.88</td>
<td>21.33</td>
<td>11.03</td>
<td>13.18</td>
<td>14.62</td>
<td>21.88</td>
<td>7.31</td>
<td>9.79</td>
<td>11.22</td>
<td>12.18</td>
<td>17.03</td>
</tr>
</tbody>
</table>

Experimental estimations result in values of the Kozeny constant approximately equal to five. It follows from Table 3 that the Happel’s, Kvashnin’s, and Kuwabara’s models yield \( k \) values that are equal about to five at porosities of 0.1–0.6. In this case, the \( k \) values are nearly identical for media composed of spherical particles or randomly oriented cylinders. The Cunningham/Mehta-Morse’s model yields \( k \) values that differ substantially from those calculated from 5.

Note, it was shown in [56] that the use of the Kuwabara boundary condition in contrast to other types of boundary conditions does not lead to contradictions when studying electrokinetic phenomena.

### Conclusions

Cell models of the flow in porous media formed by partially permeable spherical particles or cylinders (fibers) are capable of describing filtration of liquid in porous membranes (layers) (porosity below 0.6) using the Happel’s, Kvashnin’s and Kuwabara’s boundary conditions. Application of Cunningham/Mehta-Morse’s boundary condition results in a substantial deviation from the previous models. However, additional well defined experiments are required to select
between those models. We showed that cylindrical cell model works reasonably well for modeling
the hydrodynamic permeability of membranes consisting of fibers and spherical cells adequately
describe the behavior of membranes with globular structure.
This study theoretically verifies the previous experimental observations which conclude that the
Kozeny constant is approximately equal to 5 for wide range of the membrane porosities.
Usage of the jump coefficient $\beta$ in the cell model proposed here gives possibility to take into
account the influence of slipping between porous medium and clear liquid on the hydrodynamic
permeability. The latter is probably important in the case of hydrophobic nanofiltration membranes.
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List of main symbols

Latin

\( \tilde{a} \) Radius of inner solid cylindrical core
\( \tilde{b} \) Radius of porous cylindrical particle
\( \tilde{c} \) Radius of cylindrical cell
\( \tilde{r}, \theta, \tilde{z} \) Cylindrical polar co-ordinates
\( \tilde{F} \) Drag force
\( \tilde{p} \) Fluid pressure at any point
\( \tilde{v}_r, \tilde{v}_\theta \) Velocity components of fluid at any point
\( \tilde{T}_{rr} \) Normal stress
\( \tilde{T}_{r\theta} \) Tangential stress
\( \tilde{U} \) Uniform velocity of fluid
\( I_n(\xi) \) Modified Bessel functions of the first kind and of order \( n \)
\( K_n(\xi) \) Modified Bessel functions of the second kind and of order \( n \)
\( \tilde{k} \) Permeability
\( k \) Kozeny’s constant
\( \tilde{\nabla} \) Fluid velocity at any point
\( \tilde{L}_{11} \) Hydrodynamic permeability of a membrane
\( \tilde{L}_{11} \) Dimensionless hydrodynamic permeability of a membrane
\( A_1, B_1, C_1, D_1, A_2, B_2, C_2, D_2 \) Integration constants

Greek

\( \alpha, \sigma \) Dimensionless parameters (see Eq (21)).
\( \tilde{\mu}^{(1)} \) Viscosity of a clear fluid
\( \tilde{\mu}^{(2)} \) Effective viscosity of porous medium
\( \varepsilon \) Porosity
\( \psi \) Stream function
\( \gamma \) Particle volume fraction
\( \lambda^2 = \tilde{\mu}^{(2)}/\tilde{\mu}^{(1)} \) Ratio of viscosities
\( l = \tilde{a} / \tilde{b} \) and \( m = \tilde{c} / \tilde{b} \) Dimensionless quantities (see Eq (21))
\( \beta \) Jump coefficient

\( \nabla^2 \) Laplace operator
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