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Abstract

Additive manufacturing methods have been developed from rapid prototyping techniques and are now being considered as alternatives to conventional techniques of manufacturing. Stereolithography is one of the main additive methods and is considered highly accurate and consistent. Polymers are used as stereolithography materials and exhibit features such as high strength-to-weight ratio, corrosion resistance, ease of manufacturing and good thermal and electrical resistance properties. However, they are sensitive to environmental factors such as temperature, moisture and UV light, with moisture being identified as one of the most important factors that affect their properties. Moisture generally has an adverse effect on the mechanical properties of polymers. Investigation of the effects of moisture on polymers can be carried out using a number of experimental techniques; however, the benefits of the depth sensing indentation method over bulk tests include its ability to characterise various mechanical properties in a single test from only a small volume of material and the investigation of spatial variation in mechanical properties near the surface.

The aim of this research was to investigate the effects of varying relative humidity on the indentation behaviour of stereolithography polymers and to develop a modelling methodology that can predict this behaviour under various humidities. It was achieved by a combination of experimental and numerical methods. Depth sensing indentation experiments were carried out at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH (relative humidity) and 22.5 °C temperature to investigate the effects of varying humidity on the micron scale properties of the stereolithography resin, Accura 60. In order to minimise the effects of creep on the calculated properties, appropriate loading and unloading rates with suitable dwell period were selected and indentation data was analysed using the Oliver and Pharr method (1992). A humidity control unit fitted to the machine was used to condition the samples and regulate humidity during testing. Samples were also preconditioned at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH using saturated salt solutions and were tested at 33.5 % RH using humidity control unit. It was seen that properties such as indentation depth increased and contact
hardness and contact modulus decreased with increasing RH. The samples conditioned and tested using the humidity control unit at high RH showed a greater effect of moisture than the preconditioned samples tested at 33.5 % RH. This was because the samples preconditioned at high RH exhibited surface desorption of moisture when tested at ambient RH, resulting in some recovery of the mechanical properties. In order to investigate these further, tests were performed periodically on saturated samples after drying. Ten days drying of samples conditioned for five days at 84.5 % RH provided significant, though not complete, recovery in the mechanical properties. These tests confirmed that Accura 60 is highly hygroscopic and its mechanical properties are a function of RH and removal of moisture leads to a significant recovery of the original mechanical properties.

Bulk sample tests were performed to characterise the moisture uptake and bulk mechanical properties. The diffusion characteristics at various RH were determined by gravimetric experiments. Non-Fickian moisture absorption was observed at all humidities. To determine the effects of moisture on the mechanical properties of the resin, bulk mechanical tests such as tensile test, compressive test and creep tensile test were performed after conditioning. The experimental results revealed that the tensile and compressive strength of the resin decreased and creep deformation increased with increasing moisture content. The difference in tensile yield and compressive yield also highlighted the hydrostatic stress sensitivity of the resin. Parameters calculated from these bulk tests were used in defining material models for finite element analysis.

2D axisymmetric FE analyses were performed using a sharp conical indenter to represent the Berkovich geometry. A pressure sensitive elastic-plastic material model in conjunction with a rate dependent power law creep model was used to model the indentation behaviour. Transient moisture diffusion analyses were carried out using the analogy between Fourier’s law of heat transfer and Fick’s law of diffusion. A sequentially coupled hygro-mechanical analysis was carried out to model the indentation behaviour at various RH. The predicted indentation load-depth response using the FE model matched well with experiments. Therefore, the selected FE models were used to characterise indentation hardness at various depths and the results were validated by experiments. On the basis of the results, it is proposed that
the models and procedures employed in this research can be used in predicting the effects of the environment on the performance of SL manufactured components.

For polymeric resins, time dependent deformation is an important characteristic, hence, the measurement of time-dependent parameters using analytical approaches, and not their minimisation, is often desired. Therefore, phenomenological models consisting of rheological elements were used with depth sensing indentation creep data to select a suitable viscoelastic-plastic model and extract material parameters. These parameters were used to find values of hardness, contact hardness and Young’s modulus. The results showed that the values of contact hardness and modulus calculated using the analytical modelling approach were close to those calculated using the Oliver and Pharr method after minimising creep effects, however, analytical modelling provided additional properties, which could not be determined using the Oliver and Pharr method. Results confirmed that a more complete description of the time dependent material behaviour is obtained from the application of the elastic-viscous-plastic models.

The experimental and FE modelling methodologies proposed in this work provide a validated and systematic approach for characterising and predicting moisture degradation in additive manufactured components under varying environmental conditions. It is envisaged that the proposed method could be implemented within a general design in which the moisture diffusion of a polymeric material needs to be taken into account in predicting the in-service performance. It is also indicated that humidity control should be used to regulate the environment when instrumented indentation of moisture sensitive materials is carried out. The research work also reinforces the general view that analysis of indentation data using the Oliver and Pharr method works well only for materials that show weak time dependency after the removal of creep, however, it is shown that the parameters derived using this method do have some meaning in the context of a time dependent model of the material. However, the use of a time dependent modelled is still preferred where a full characterisation of the material mechanical response is required.

**Keywords:** Creep; Depth sensing indentation; Finite Element Analysis; Moisture diffusion; Relative humidity; Stereolithography, Viscoelasticity; Viscoplasticity.
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<td>Indentation penetration depth</td>
</tr>
<tr>
<td>$I_1$</td>
<td>First stress invariant</td>
</tr>
<tr>
<td>$J_2$</td>
<td>Second stress invariant</td>
</tr>
<tr>
<td>$J_3$</td>
<td>Third stress invariant</td>
</tr>
<tr>
<td>$l$</td>
<td>Length of the diffusion path</td>
</tr>
<tr>
<td>$M_\infty$</td>
<td>Saturated moisture content</td>
</tr>
<tr>
<td>$M_{1\infty}, M_{2\infty}$</td>
<td>Fractions of saturated moisture content in a dual Fickian model</td>
</tr>
<tr>
<td>$M_t$</td>
<td>Moisture content at time $t$</td>
</tr>
</tbody>
</table>
\( m \quad \text{Power law constant} \\
\( n \quad \text{Number of terms in a series} \\
\( P \quad \text{Indentation load} \\
\( p^* \quad \text{Hydrostatic stress} \\
\( \rho_m \quad \text{Mean pressure beneath the indenter} \\
\( S \quad \text{Stiffness} \\
\( \sigma \quad \text{Stress} \\
\( \sigma_v \quad \text{von Mises equivalent stress} \\
\( \sigma_{ult} \quad \text{Ultimate tensile strength} \\
\( \sigma_{ultc} \quad \text{Ultimate compressive strength} \\
\( \sigma_y \quad \text{Yield stress} \\
\( \sigma_{ty} \quad \text{Tensile yield stress} \\
\( \sigma_{cy} \quad \text{Compressive yield stress} \\
\( T \quad \text{Temperature} \\
\( t \quad \text{Time} \\
\( \tau \quad \text{Retardation time} \)
## Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>Two Dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three Dimensional</td>
</tr>
<tr>
<td>AM</td>
<td>Additive Manufacturing</td>
</tr>
<tr>
<td>EP</td>
<td>Elastic plastic</td>
</tr>
<tr>
<td>EVP</td>
<td>Elastic viscous plastic</td>
</tr>
<tr>
<td>DN</td>
<td>Doerner and Nix</td>
</tr>
<tr>
<td>DSI</td>
<td>Depth Sensing Indentation</td>
</tr>
<tr>
<td>FE</td>
<td>Finite Element</td>
</tr>
<tr>
<td>FDU</td>
<td>Fused Deposition Modelling</td>
</tr>
<tr>
<td>HCU</td>
<td>Humidity Control Unit</td>
</tr>
<tr>
<td>OP</td>
<td>Oliver and Pharr</td>
</tr>
<tr>
<td>RH</td>
<td>Relative Humidity</td>
</tr>
<tr>
<td>RP</td>
<td>Rapid Prototyping</td>
</tr>
<tr>
<td>RM</td>
<td>Rapid Manufacturing</td>
</tr>
<tr>
<td>SL</td>
<td>Stereolithography</td>
</tr>
<tr>
<td>SLS</td>
<td>Selective Laser Sintering</td>
</tr>
<tr>
<td>VE</td>
<td>Viscoelastic</td>
</tr>
<tr>
<td>VEP</td>
<td>Viscoelastic-plastic</td>
</tr>
<tr>
<td>VP</td>
<td>Viscoplastic</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Background

Polymers have a wide range of applications in areas such as; automobiles, packaging, medical, consumer electronics, bodies of various machines, toys, pipes, utensils, bottles, architecture etc. Their broad range of applications is due to their extraordinary features including high strength-to-weight ratio, corrosion resistance, ease in manufacturing and good thermal and electrical resistance properties. Further advances have led to their usage in microelectronics and coatings for corrosion resistance applications (Licari and Hughes 1990; Ward and Sweeney 2004), biomedical devices and tissue engineering (Grinstaff 2002; Oehr 2003; Wang et al. 2006).

In the last decade, additive methods have been developed from rapid prototyping techniques and are now being considered as alternatives to conventional techniques of manufacturing. This approach enables designers to design complex geometries without the constraints and costs associated with conventional manufacturing techniques. This technique of manufacturing is termed rapid manufacturing (RM) or additive manufacturing (AM) (Rosen 2007). There are many AM processes including stereolithography (SL), fused deposition modelling (FDM), selective laser sintering (SLS) etc. SL is one of the main processes of AM and is considered highly accurate and consistent (Hague et al. 2003). The polymeric materials used in the SL process are thermosetting polymers such as epoxies and acrylates. SL materials are also termed photo-polymers because they are primarily cured using ultra-violet (UV) light sources. Despite recent progress, AM still faces challenges in becoming a widely accepted manufacturing method, in particular the limitations of current materials.
Hence, material development is currently the main focus of study to make AM a reliable manufacturing method (Lev et al. 2003).

Polymers tend to be sensitive to environmental factors such as temperature, moisture and UV light and their long time usage in service may be compromised by environmental ageing. Moisture is considered to be one of the most important factors that affect the properties of polymers. There are hydrophobic polymers that do not absorb significant amounts of moisture; however, polymers exhibiting polarity can absorb a considerable amount of moisture (Bell et al. 2008). This moisture absorption can lead to a wide range of effects, both reversible and irreversible, such as plasticization (Ivanova et al. 2000), de-bonding at filler-matrix interfaces (Kasturiarachchi and Pritchard 1985; Kumazawa et al. 1994; Bowditch 1996), leaching of un-reacted functional groups (Antoon and Koenig 2003), structural damage such as micro-cavities or crazes (Apicella et al. 1979; Diamant et al. 2003), etc. Hence, for successful applications of SL polymers, reliable methods of predicting service life are essential. The development of these methods will help in materials research, leading to confidence in the SL process for making structured parts. The development of methods starts with the physical testing of SL resins. Changes in the mechanical properties of polymeric components due to moisture absorption can be examined by performing mechanical tests after moisture conditioning samples. Generally, characterisation of polymers is performed using bulk sample tests. However, the properties of many materials have been found vary spatially and to be dependent upon scale. Therefore, depth sensing indentation (DSI) is becoming a popular technique to generate the mechanical properties of materials on a micron scale.

DSI (or instrumented indentation) was developed in the 1970s as a quantitative measurement method of the mechanical properties of relatively small volumes of materials by monitoring load and depth during indentation. DSI is also known as nanoindentation because it can potentially be applied to a submicron depth range with sub-nanometer depth resolution. Two important properties that are readily obtained from DSI test data are hardness and elastic modulus (Newey et al. 1982;
Pethica et al. 1983), however, in the last two decades, researchers have also developed procedures to measure additional properties, such as creep (Asif and Pethica 1998; Lucas and Oliver 1999), strain rate sensitivity (Schwaiger et al. 2003), stress-strain relations (Field and Swain 1993; Hochstetter et al. 2003), bond strength (Takahashi et al. 2002), strain hardening (Yang et al. 2006), storage and loss moduli (Asif et al. 1999; Balooch et al. 2004), fracture behaviour (Pharr et al. 1993; Weppelmann and Swain 1996), scratch and wear properties (Burnett and Rickerby 1987; Morel and Jardret 2002). Additional functionality may include; micro-impact (Voevodin et al. 1995), adhesion testing (Burnett and Rickerby 1988), testing in a fluid system using a liquid cell (Ashcroft and Spinks 1996; Hengsberger et al. 2002; Akhtar et al. 2005), testing under various humidity environments by using a humidity control chamber (Altaf et al. 2011a, 2011c), dynamic testing (Park et al. 2004; White et al. 2005), and testing at elevated (Beake and Smith 2002; Yang et al. 2007), as well as sub-zero temperatures (Chen et al. 2010). Applications of DSI with polymers include testing in a fluid environment to understand environmental degradation, nanotribology, measurement of rate dependent properties; such as loss and storage modulus, ultra-low-load testing, elevated temperature testing, nano-impact and nano-fatigue testing.

The benefits of DSI over bulk tests include its ability to characterise various mechanical properties in a single test from only a small volume of material and the investigation of spatial variation in mechanical properties near the surface (Tezcan and Hsiao 2008). However, the DSI technique faces numerous challenges when applied to polymers, owing to their complex structure and time dependent viscoelastic (VE) or viscoplastic (VP) deformation (Fischer-Cripps 2004). Thus, the measured properties are a function of experimental parameters such as loading and unloading rate, dwell period at maximum load, geometry of indenter, maximum load, temperature, humidity etc. Various approaches to investigate polymers using DSI have been carried out; however, additional work is required to establish procedures to understand the rate dependent effects and the effects of varying moisture in the indentation of polymers.
The currently published research using nanoindentation is based on fixed environment humid conditions; ambient or immersed. However, in real applications, polymers are likely to be exposed to changing humidity conditions where moisture will vary during operation. These variable conditions make relative humidity an important factor that needs to be incorporated in the material research and designing phase of the components. Hence, a mechanism of incorporating a moisture uptake model and a numerical model describing indentation behaviour under varying moisture conditions is essential in order to lay the foundation of reliable durability predictions. Once the prediction technique to investigate moisture effects on SL resins is developed, it can be used for other materials as well to predict their performance at varying humidities and their useful life under varying relative humidities.

The research presented in this thesis aims to develop methodologies and models to predict the moisture diffusion and indentation behaviour of SL resin Accura 60 under variable moisture conditions. The complex multi-physics modelling of moisture diffusion and nanoindentation has only become possible during recent years due to the advent of multi-physics commercial software packages and advanced processing machines. These technological advances lay down a framework for successfully tackling the challenging issues of coupled diffusion-stress analysis. The proposed research is timely and industrially applicable in the context of modern developments in nano-materials, nanoindentation and modelling techniques. This is beneficial for all industrial sectors such as electronics, biomedical, automobiles etc. The research also highlights the significance of using a humidity control unit (HCU) to regulate the relative humidity. The research provides experimental methods and numerical modelling techniques that can help designers and engineers in improving the SL process and its epoxy based polymeric materials. This will lead to improved reliability and durability of SL resin products and give manufacturers more confidence in use of SL for making end-use parts. The core study of this research, namely the investigation of the effect of relative humidity on additive manufactured polymers by depth sensing indentation is a novel approach to an area which is, at present, largely ignored.
1.2 Aim and Objectives

The aim of this research is to investigate the effects of varying relative humidity on the indentation behaviour of stereolithography polymers and to develop a modelling methodology that can predict this micron scale behaviour under various humidities.

The following objectives were identified to achieve the aim of the research:

- Characterisation of bulk samples of SL resin to determine the moisture based diffusion and mechanical properties for subsequent use in numerical modelling.

- Investigation of viscoelastic and viscoplastic behaviour under DSI and selection of suitable experimental parameters that can be used for extracting meaningful mechanical properties.

- DSI at various controlled environments in order to investigate the behaviour of SL resin under varying humidities and examine the effectiveness of the HCU for regulating the environment during testing.

- Analysis of moisture diffusion in the SL resin under different moisture conditions and develop a finite element (FE) model for moisture diffusion analysis.

- Model the indentation behaviour of the SL resin using the FE method and verify using the experimental results.

- Development and implementation of a coupled diffusion-stress FE methodology for predicting indentation behaviour under variable moisture conditions.

- Estimation of mechanical properties at various depths under the influence of moisture by FE modelling and verification of results by experiments.

- Use of phenomenological modelling technique to select appropriate VE-P material model, find time dependent material parameters and correlate them with the mechanical properties at various humidities.
1.3 Research Methodology

Figure 1.1 shows a schematic of the overall research methodology. The research consists of both experimental and finite element modelling parts. The SL epoxy resin, Accura 60, was the selected polymeric material because it was in the latest range of SL materials at the initiation of the project. DSI testing was carried out to understand the VE and VP material properties at various relative humidities near the surface. Bulk experiments were carried out to characterise the moisture diffusion and mechanical properties of the polymeric material at various humid environments. These experimental results were used in the development of the predictive models. All the experiments and moisture conditioning were carried out at a fixed temperature of 22.5 °C with ±1 °C variation in temperature and at 33.5 %, 53.8 %, 75.3 % and 84.5 % relative humidities with ±1 variation in RH.

For the predictive modelling of the indentation behaviour, a novel methodology was used that is applicable under variable environmental conditions. This methodology consists of a coupled moisture diffusion-stress based FEA contact analysis to determine the indentation response of the material under various environmental conditions. The modelling results were validated by comparison with the DSI experimental data. Modelling was also used to predict hardness at various depths under different humid environments and the results were validated with the experimental results. Additionally, an analytical modelling approach was used to characterise material parameters from DSI creep curves under various relative humidities and use these parameters to find mechanical properties.
The thesis is comprised of eight further chapters. A brief description of the contents of these remaining chapters is given here.

Chapter 2 Literature Review. This chapter provides a review of the literature to identify the relevant previous research work. The chapter can be divided broadly into
five parts. The first part discusses the structure and classification of polymers and their yielding criteria. The second part discusses moisture degradation, diffusion phenomena and their effects on mechanical properties. The next part describes the deformation in polymers, testing methods and constitutive modelling to investigate and describe time dependent behaviour. There follows a review of the mechanical characterisation of polymeric materials by depth sensing indentation technique. The final part discusses numerical modelling techniques for moisture diffusion and indentation behaviour.

Chapter 3 Experimental Methods. Details of the material, its manufacturing technique and moisture conditioning, experimental methods and procedures for moisture uptake, bulk mechanical tests and DSI are provided in this chapter.

Chapter 4 Experimental Results. Results from the experiments are provided in this chapter. A comparison of moisture diffusion models is carried out in order to select suitable model for later use in the diffusion modelling. Bulk mechanical test results are also shown that are used in defining the material model. Finally, characterisation of the Accura 60 by DSI at various relative humidities is discussed.

Chapter 5 Finite Element Methods. This chapter provides details of the finite element modelling methods used in the research work. The geometry, boundary conditions, mesh design (including element choice and mesh convergence), material model, solution procedure, moisture diffusion analysis and coupled diffusion-stress analysis details are provided.

Chapter 6 Modelling the Depth Sensing Indentation Response of Polymers by Finite Element Analysis. Load-depth plots from FEA are compared with experimental results. Later, the proposed numerical model is used to measure hardness at various depths at different humidities and the results are validated by the experiments.

Chapter 7 Analysis of Viscoelastic-Plastic behaviour in Polymers using Depth Sensing Indentation. This chapter describes analytical modelling techniques to predict the indentation behaviour. Various phenomenological models describing viscoelastic-plastic behaviour are used to predict the indentation behaviour of Accura 60 under loading at various RH environments and find time dependent parameters. Finally these parameters are correlated to various mechanical properties. These
properties, calculated from VEP model parameters, are compared with the properties calculated from bulk compressive tests and those form DSI tests using OP analysis.

**Chapter 8 Discussion.** This chapter presents a discussion of the experimental results and the modelling methodologies presented in the previous chapters and summarises the outcomes from this research work.

**Chapter 9 Conclusions and Future Work.** The main conclusions of this research along with recommendations for future work are given in this chapter.
Chapter 2

Literature Review

2.1 Introduction

Polymeric components can be manufactured from conventional techniques such as injection moulding, however, additive manufacturing (AM) is increasingly being considered as an alternative manufacturing method. AM processes can be used to develop prototypes, where the process is called rapid prototyping (RP) or end-use products in which case the process is termed rapid manufacturing (RM) or AM. Stereolithography (SL) polymers used in AM are currently sensitive to high levels of relative humidity (RH) and ultraviolet (UV) radiation and one of the areas that needs major development is the environmental stability of AM materials post-build (Hague et al. 2004).

Absorbed moisture affects the mechanical properties of polymers, such as; toughness, strength and the time dependent deformation (Mostovoy and Ripling 1971; Morgan et al. 1980; Shen et al. 1985). The absorbed moisture can also act as a plasticiser and decrease the glass transition temperature ($T_g$) (St. Lawrence et al. 2001). The degradation in mechanical strength by moisture can be reversible or irreversible. The changes in mechanical properties of polymeric components due to moisture absorption can be examined by performing tensile tests, compressive tests, shear tests, creep tests, depth sensing indentation (DSI) tests etc. after moisture conditioning of the samples. However, the viscoelastic (VE) or viscoplastic (VP) behaviour of polymers will influence the measurements and interpretation of results from these tests. Therefore, the selection of testing parameters is largely dependent upon the type of the material being tested and the information required from the test. Hence, the extracted properties must be related to these experimental parameters as they may vary with them.
This chapter presents a literature review of the effect of moisture on the mechanical properties of polymers and their time dependent deformation behaviour. The chapter starts with the structure and classification of polymers and their yield criteria. There follows a review of the various types of environmental degradation observed in polymers. Factors that influence moisture absorption and their effects on mechanical properties are then discussed and there is a review of testing methods used to characterise polymers. Constitutive modelling techniques to describe rate dependent behaviour are described and lastly numerical modelling techniques and their use in modelling the environmental degradation and time dependent deformation of the polymers are discussed.

2.2 Polymers

The word ‘polymer’, derived from poly (many) and ‘mer’ (units), means many units that are joined several times in a chain-like structure by covalent bonds. These are manufactured from small molecules called monomers which are linked together in a chemical reaction by a polymerization process (Ravve 2000). The quantity of these ‘mer’ present in the polymeric material is termed the degree of polymerization. For example [−\(CH_2−CH_2−\)]\text{n} means that linear polyethylene is the repeating unit having ‘n’ degrees of polymerization. If two or more repeating units exist, it is termed a copolymer.

Polymers have a wide range of applications that exceed any other class of materials and have replaced metals in many applications (Kalpakjian and Schmid 2006). Their applications include foam, coatings, adhesives, agriculture, automobiles, biomedical applications, composites, packaging, electronic devices and textiles. This widespread application of polymers can be attributed to their unique mechanical and physical properties such as:

- low density,
- high strength-to-weight ratio, especially when reinforced,
- good resistance to corrosion,
• ease of manufacturing,
• various choices of colours,
• low cost.

2.2.1 Structure and Classification

A fundamental property of bulk polymers is their degree of polymerization but the physical structure of the chain is also important as this determines the macroscopic properties (Anderson 2005). Molecular structure can typically be:

• Linear
• Branched
• Cross-linked
• Network

In polymers two types of bonds exist; primary or covalent bonds hold the atoms together in the molecule while secondary bonds or van der Waals forces hold the group of chains together to form the polymeric material. The properties of polymers are dependent on these bonds and chain length. For example, stronger forces between the chains will make the polymer less flexible and vice versa. Similarly, increase in chain length will increase the strength of the polymer but only after reaching a critical length. Broadly, polymers can be classified as thermoplastics and thermosets. Figure 2.1 shows the structure of thermoplastic and thermoset polymers. Thermoplastics have linear or branched chains with no cross-linking. On heating, the weak forces between the chains can be broken. This means that they can be moulded into the desired shape when their temperature is raised above a glass-transition temperature, ‘T_g,’ or melting temperature, ‘T_m’. T_g is a temperature where a transition from a glassy to a rubber-like state takes place. This process is reversible and on cooling the thermoplastic returns to its original properties (Woodward 1995). Examples of thermoplastics include polyester (PE), polyethylene (PE) and acrylonitrile butadiene styrene (ABS).
Thermosets have their long-chain molecules cross-linked in a three-dimensional arrangement with covalent bonds. This primary bonding prevents relative movement of chains in thermosets. They are hardened by cross-linking the polymer chains by chemical additives, UV radiations or heat and the process is called ‘curing’. The curing reaction is irreversible and, hence, thermosets cannot be reshaped on heating. Examples of thermosets include epoxy resin, vulcanized rubber, melamine and Bakelite. Thermosets do not have a well-defined ‘T<sub>g</sub>’ and begin to burn or degrade on heating to high temperatures. Thermosets have better mechanical, thermal, chemical and electrical properties and dimensional stability than thermoplastics (Kalpakjian and Schmid 2006).

![Figure 2.1 Structure of thermoplastic and thermoset polymers.](image)

### 2.2.2 Epoxy Resins

Epoxies are a class of thermosetting copolymers that contains two or more epoxy groups, also called oxirane or ethoxyline groups. They have a wide range of applications, such as: adhesives, fibre reinforced plastic matrices, biomedical, electrical systems and coatings. They are formed from two chemicals; a resin and a hardener (or curing agent) and a catalyst is used to initiate the reaction between the epoxide molecules. The resulting polymer is highly cross-linked. They are known for their excellent chemical resistance, adhesion, electrical insulation and mechanical properties (May 1988). Their properties can be improved by using different types and combinations of resin, hardener and catalyst. Figure 2.2 shows the chemical structure of a typical epoxy resin, diglycidyl ether of bisphenol A (DGEBA) with two un-reacted epoxide or epoxy units at the two ends with ‘n’ number of polymerised units.
In the present research work, an epoxy-based polymeric material Accura 60 is investigated. This material is used in SL processes to manufacture different objects. Details of the material properties, manufacturing process and post-processing technique are explained in section 3.2.

### 2.3 Yielding Criteria for Polymers

Polymers may yield at high values of stress either by crazing or shear yielding. Crazing occurs in regions that are under the influence of high tensile hydrostatic pressure leading to an increase in volume and the formation of micro voids and fibrils. Shear yielding usually occurs in polymers under deviatoric shear stress, resulting in a decrease in volume. Therefore, a yielding mechanism sensitive to hydrostatic pressure is obtained by crazing while shear yielding is seen with large deviatoric stress components under either tension or compression (Anderson 2005).

Yielding in polymers is also dependent upon environmental effects, such as temperature and moisture, and its intrinsic properties, such as stiffness of chain, critical entanglement, molecular weight and density, nature of monomer unit and degree of crystallinity (Schultz 1974; Kakani and Kakani 2004). Uniaxial tensile and compression tests are carried out to investigate the mechanical properties of polymeric materials (Kitagawa et al. 1992). Since the cross-sectional area and the length of the specimen changes considerably during testing of polymers, the true stress and true strain terms are widely used instead of engineering (or nominal) stress and strain. The true-stress vs. true-strain curve provides information about the elastic modulus, yielding, ultimate strength, fracture toughness and elongation at break.

![Chemical structure of an epoxy resin - DGEBA (Diglycidyl ether of bisphenol A).](image)
Figure 2.3 shows a plot of a typical true-stress vs. true-strain curve of a polymer under tensile loading. Elastic modulus can be obtained from the slope of the initial part of the curve where stress is proportional to strain. With further increase in the stress, the curve decreases in slope until it reaches a point, termed as the yield point. After the yield point, the cross-sectional area decreases quickly with the formation of necking. If necking is extensive it is termed cold drawing, during which molecules align parallel to the loading direction. This measures crystallinity, which is why material can support higher true stress in the necking region. Once necking is completed, strain hardening occurs and true stress rises until fracture is reached. A typical ductile polymer yields at 5-10% strain.

![Diagram of true-stress vs. true-strain curve](image)

Figure 2.3. True-stress vs. true-strain plot for polymers.

A defined condition under which yield occurs under a stress system is termed a yield criterion. Selection of a suitable yield criterion is imperative for accurately modelling the behaviour of materials under multiaxial loading. The selected yield criteria must be able to account for the effects such as strain rate, hydrostatic pressure and stress relaxation.
Stress in a particular area is not uniformly distributed but varies from one point to another. Therefore, for an isotropic body, the stress at any point is defined by nine components of second order tensor also termed as Cauchy stress tensor as:

\[
\mathbf{\sigma} = \begin{bmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{bmatrix}
\]  (2.1)

The components \(\sigma_{11}, \sigma_{22}\) and \(\sigma_{33}\) are the normal, or direct, stresses and they act perpendicularly to the plane on which they act. The remaining components are shear stresses and act parallel to the plane. This tensor can be separated broadly into two components; hydrostatic or dilatational (change in volume) and deviatoric stress (change in shape) components as:

\[
\begin{bmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{bmatrix} = \begin{bmatrix} p & 0 & 0 \\ 0 & p & 0 \\ 0 & 0 & p \end{bmatrix} + \begin{bmatrix} \sigma_{11} - p & \sigma_{12} & \sigma_{13} \\ \sigma_{21} & \sigma_{22} - p & \sigma_{23} \\ \sigma_{31} & \sigma_{32} & \sigma_{33} - p \end{bmatrix}
\]  (2.2)

where the hydrostatic stress is given by:

\[
p = \frac{1}{3}(\sigma_{11} + \sigma_{22} + \sigma_{33}) \]  (2.3)

At every point in a stressed body there are planes where there are no shear stress components and the stresses are acting normal to these planes. These planes are called principal planes and stresses acting normal to these planes are called principal stresses. If we choose a coordinate system with axes oriented to the principal
directions, then the direct stress becomes a principal stress and the stress tensor shown in Equation 2.1 can be represented as:

\[
\begin{bmatrix}
\sigma_1 & 0 & 0 \\
0 & \sigma_2 & 0 \\
0 & 0 & \sigma_3
\end{bmatrix}
\]  

(2.4)

where \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) are the principal stresses. There are stress invariants associated with each tensor that don’t depend upon coordinate system. The principal stresses can be combined to give the following three stress invariants:

\[
I_1 = \sigma_1 + \sigma_2 + \sigma_3
\]

\[
J_2 = \sigma_1 \sigma_2 + \sigma_2 \sigma_3 + \sigma_3 \sigma_1
\]

\[
J_3 = \sigma_1 \sigma_2 \sigma_3
\]  

(2.5)

The principal stresses are used in the formulation of the different yield criteria, as described in section 2.3.1.

### 2.3.1 Pressure Insensitive Yield Criteria

Pressure insensitive yield criteria, or deviatoric stress based criteria, are suitable for materials that are ductile and their yield is independent of the hydrostatic stress component, such as metals. Two popular pressure insensitive criteria are Tresca and von Mises, which are functions of the deviatoric stresses only and predict equal yield stresses under tension and compression.
Tresca yield criterion states that yielding occurs when the maximum shear stress \( \tau_{\text{max}} \) exceeds a critical value (Tresca 1864). In terms of principal stresses, if \( \sigma_1 > \sigma_2 > \sigma_3 \), the Tresca criterion is:

\[
\frac{\sigma_1 - \sigma_3}{2} = \tau_{\text{max}}.
\]  

(2.6)

For a uniaxial test \( \sigma_3 \) is zero so:

\[
\tau_{\text{max}} = \frac{\sigma_1}{2} = \frac{\sigma_y}{2}
\]  

(2.7)

where \( \sigma_y \) is the yield stress in tension or compression.

Von Mises yield criterion states that yielding occurs when the deviatoric strain energy in the material reaches a critical value (von Mises 1913). In other words, yielding begins when \( J_2 \) reaches a critical value, \( k \), i.e.

\[
f(J_2) = \sqrt{J_2} - k = 0
\]  

(2.8)

where \( J_2 \) is the second stress invariant and \( k \) is the yield stress of the material under pure shear. If \( \sigma_y \) is the yield stress under uniaxial testing:

\[
k = \frac{\sigma_y}{\sqrt{3}}
\]  

(2.9)

Putting Equation 2.9 in 2.8, we get:

\[
\sigma_y = \sqrt{3J_2}
\]  

(2.10)

When we compare both criteria as shown by Figure 2.4 where Tresca and von Mises yield surfaces are drawn in a deviatoric plane, we find that Tresca predicts plastic
yielding for stress states that are still elastic according to the von Mises criterion. Thus for plastic material behaviour, Tresca’s criterion is more conservative.

Figure 2.4. Tresca and von Mises yield surfaces.

Since Tresca and von Mises criteria are functions of the deviatoric stresses only and predict equal yield stresses in tension and compression, which is an assumption that is appropriate for metals but not necessarily for polymers. In polymers, the compressive yield stress is usually found to be higher than the tensile yield stress, which indicates hydrostatic stress sensitivity of the polymer, i.e. the hydrostatic component of the applied stress influences the yield process (Young and Lovell 1991). The next section 2.3.2 discusses yield criteria that account for the hydrostatic component in the stress tensor.

2.3.2 Hydrostatic Pressure Sensitive Yield Criteria

The elastic-plastic behaviour of polymers can be explained by assuming a pressure-dependent yield criterion, such as the modified Tresca, modified von Mises, linear Mohr–Coulomb, parabolic Mohr-Coulomb or Drucker–Prager (Caddell et al. 1974).
The modified Tresca criterion is determined by adding a hydrostatic stress term to the Tresca criterion (Whitney and Andrews 1967). This criterion states that the critical value of maximum shear stress is linearly dependent on the hydrostatic stress component, and is written as:

\[ \tau_{\text{max}} = \tau^0 + \mu_p p \]  

(2.11)

where \( \tau^0 \) is the yield stress in pure shear, \( \mu_p \) the pressure sensitivity of the polymer under consideration and \( p \) is the hydrostatic stress component.

Similarly, a modified von Mises yield criterion has been proposed by adding a hydrostatic component to the von Mises criterion (Sternstein and Ongchin 1969; Bauwens 1970) and its expression is given as:

\[ \sigma_m = \tau^0_m + \mu_m p \]  

(2.12)

where \( \sigma_m \) denotes the von Mises yield stress, \( \tau^0_m \) is the yield stress in pure shear and \( \mu_m \) represents a yield envelop in the form of a circular cone.

The von Mises yield criterion has an advantage over the Tresca criterion because its surface/envelope (circular cone) does not encounter the discontinuities present in the Tresca yield (hexagonal pyramid). Both these modified criteria; Tresca and the von Mises, can be used for tensile test experimental data, where the hydrostatic stress is positive, but tend to be unconservative when the hydrostatic stress is negative or compressive (Bardia and Narasimhan 2006).
The Mohr-Coulomb criterion has been used to overcome the problems associated with the modified von Mises criterion (Bowden and Jukes 1972). The linear Mohr-Coulomb yield criterion states that failure occurs when the shear stress on any plane in the material reaches a critical value that varies linearly with the stress normal to that plane, and is given by:

$$\tau = c + \tan \phi \sigma_N$$  \hspace{1cm} (2.13)

where $\tau$ is shear stress, $c$ is cohesion of the material, $\phi$ is angle of friction and $\sigma_N$ is the compressive stress on the shear plane.

The deviatoric yield function, $f$, is assumed to be a linear function of hydrostatic stress, and is given as:

$$f = \alpha I_1 + J_2^{1/2} - \frac{\bar{\sigma}}{\sqrt{3}} = 0.$$  \hspace{1cm} (2.14)

Where $I_1$ and $J_2$ are the stress invariants while $\alpha$ and $\bar{\sigma}$ are the constants that can be related to $c$ and $\phi$ as:

$$c = \frac{\bar{\sigma}}{\sqrt{3(1-12\alpha^2)}}, \quad \sin \phi = \frac{3\alpha}{\sqrt{1-3\alpha^2}}.$$  \hspace{1cm} (2.15)

Figure 2.5 shows the yield envelope of the linear Mohr-Coulomb criterion. It can be seen that the model assumes that failure is independent of the intermediate principal stress, $\sigma_2$. The Mohr-Coulomb model is considered to be sufficiently accurate for most polymeric applications where compressive strength exceeds significantly
compared to the tensile strength (MSC Marc 2007). In the current research work, the linear Mohr-Coulomb yield criterion has been used in a numerical model to define the rate independent behaviour. In order to include rate dependency, a creep model has been used in conjunction. Further details on the implementation of the linear Mohr-Coulomb and creep models are given in Chapter 5.

The other yield criteria such as parabolic Mohr-Coulomb giving parabolic envelope in case of plane strain and Drucker-Prager plasticity model which is a smooth approximation of yield surface can also model the behaviour of polymers and their historical review and further explanation can be found (Paul 1968).

### 2.4 Moisture Degradation in Polymers

Degradation can be defined as a reduction in performance owing to exposure to service conditions such as temperature, humidity, UV radiations and chemicals (Zaikov 1995). Hence, the lifetime of a polymeric part is not only dependent upon its molecular structure but also on the surrounding environment. Deteriorative reactions occur during the life of a material when they are subjected to degradation factors.
Therefore, the factors and the mechanisms of degradation must be understood if the technology and application of polymers are to continue to advance. Moisture is considered as one of the main factors of degradation in polymers. In the coming subsections, moisture diffusion in epoxy resins, factors affecting moisture diffusion, the effects of moisture on their properties and various diffusion models are discussed.

### 2.4.1 Moisture Diffusion in Epoxy Resins

Epoxies have a great tendency to absorb water, owing to presence of hydroxyl groups in their molecular structure, which attracts water molecules and form hydrogen bonds. The ingress of moisture starts by diffusion, which is the concentration gradient based process in which transportation of matter takes place due to random molecular motion.

Epoxies consist of both occupied volume and free volume (Adamson 1980). Free volume in polymers exists due to gaps between the polymeric chains and is influenced by density and the physical state of the polymer. Free volume is defined as the difference between the volume at a given temperature and the volume at 0 K. Therefore, the diffusion of moisture is dependent on the availability of free volume present within the polymer. Hence, a large free volume allows for higher moisture ingress in polymers by diffusion as it provides more channels for diffusing particles (Masaro and Zhu 1999). During initial moisture uptake, the moisture enters the free volume of the polymer, but the polymer does not start swelling (Adamson 1980). However, during the later stages, when most of the free volume is occupied, this absorbed moisture distorts the polymer network and causes swelling. When the polymer swells, additional free volume becomes available for the further diffusion of moisture.

The absorbed moisture content in a polymer can exist in free or bound states (Carter and Kibler 1978). Moisture that chemically reacts with the polymer becomes attached to the polymer and is not free to move anymore, whereas, the moisture present in the free volume of the polymer is free to move, as shown in Figure 2.6.
model has been suggested to predict moisture concentration based on the probability that bound water may release and that free water will become bound (Carter and Kibler 1978).

![Diagram of water molecules in polymer](image)

**Figure 2.6. Water molecules in polymer.**

Moisture diffusion in polymers may be described by Fick’s law, which is based on the assumption that the rate of transfer of the diffusing substance through a unit area of a section is proportional to the concentration gradient, as given in Equation 2.16.

$$ F = -D \frac{\partial C}{\partial x} $$

(2.16)
where \( F \) is the diffusion flux, \( D \) the diffusion coefficient, \( C \) the concentration of diffusing substance and \( x \) is the spatial coordinate. The equation has a negative sign that shows that diffusion occurs in the opposite direction to increasing concentration.

The maximum amount of moisture that can be absorbed by a volume is called as the saturated moisture content, \( M_\infty \). Both diffusion coefficient, \( D \), and saturated moisture content, \( M_\infty \), are commonly used to define the moisture diffusion characteristics of the polymers. Moisture uptake in epoxy resins can be measured by using different techniques such as gravimetric method, spectroscopy and dielectric measurements. Gravimetric measurement is the most commonly used method in which the changes in mass of the samples subjected to certain moist condition at a fixed temperature is measured (BS EN ISO 62 2008).

### 2.4.2 Factors Influencing Moisture Diffusion

Moisture diffusion in polymers is influenced by many factors, such as; temperature, relative humidity present in the environment and additives in the polymer. The effect of these factors can be seen in the values of diffusion constant and saturated moisture content, which can vary remarkably.

Increase in temperature during moisture conditioning results in an increase in the rate of diffusion (Gledhill et al. 1980; Wright 1981; Ashcroft et al. 2011), as diffusion is a thermally activated process. The temperature dependence of water uptake in epoxies, at different temperatures, has been studied (Gledhill, Kinloch et al. 1980; Ashcroft et al. 2011). Results showed accelerated ageing in the samples that were subjected to humid environments at high temperatures. The diffusion coefficients measured from the experimental data showed an increase when the conditioning temperature was increased. The dependence of diffusion coefficient on temperature has been found to follow an Arrhenius relationship (Lin and Chen 2005), given as:
\[ D = D_0 \exp(-\frac{Q}{RT}) \]  

(2.17)

where \( D_0 \) is a constant, \( Q \) the activation energy for diffusion, \( R \) the universal gas constant and \( T \) is temperature.

Increase in temperature can also results in an increase in the saturated moisture content. The mobility of molecular chains increases with an increase in temperature, resulting in reduced density owing to thermal expansion. This increases the free volume of the polymer, thus increasing the saturated moisture content (Duncan et al. 2005).

Increase in the RH of the conditioning environment is another major factor affecting moisture diffusion (Wright 1981; Ashcroft et al. 2011). The nature of the polymer is important in considering the effect of environmental humidity e.g. hydrophobic polymers absorb relatively low amounts of water and the diffusion coefficient is generally independent of moisture concentration but hydrophilic polymers usually attract water molecules and tend to have a moisture concentration dependent on the diffusion coefficient. The results of the moisture uptake at 50°C for SL resins at various RH showed an increasing pattern in the diffusion coefficient with an increase in RH (Ashcroft et al. 2011). Increase in the saturated moisture content with increase in environmental humidity was also reported in that work.

The amount of hardener in epoxies also affects the saturated moisture concentration. A study on adhesives showed that an increase in the hardener resulted in an increase in saturated moisture content, which was attributed to introduction of more hydrophilic groups by the hardener in the matrix (Wright 1981).

\subsection*{2.4.3 Effects of Moisture Diffusion}

In polymers, moisture absorption can lead to a wide range of effects, both reversible and irreversible, such as plasticization by weakening of the intermolecular
interactions among the functional groups of the chains (Park et al. 1997; Ivanova et al. 2000), de-bonding at filler-matrix interfaces (Kasturiarachchi and Pritchard 1985; Kumazawa et al. 1994; Bowditch 1996), leaching of un-reacted functional groups (Antoon and Koenig 2003), structural damage such as micro-cavities or crazes (Apicella et al. 1979; Diamant et al. 2003), and chemical degradation of the polymer matrix due to hydrolysis and oxidation (Apicella et al. 1979; Hamid 2000; Diamant et al. 2003). It can also involve the generation of free radicals or other reactive species, which may act as plasticizers or reactants (Verdu et al. 1996; Ritter et al. 1998).

Long-term exposure can decrease the molecular weight due to chain scission or the breaking of cross-links in the polymer network (McKague Jr et al. 2003). Absorbed moisture significantly affects the mechanical properties and glass transition temperature ($T_g$) of polymeric materials (Kumazawa et al. 1994; Bowditch 1996; Park et al. 1997; Butkus et al. 1998; St. Lawrence et al. 2001).

The effects of moisture diffusion in polymers may be observed in the form of changes in their mechanical properties. Various studies have shown that mechanical properties, such as elastic modulus and yield strength, of epoxies decrease with an increase in absorbed moisture (Brewis et al. 1980; Loh et al. 2005; Ashcroft et al. 2011).

### 2.4.4 Moisture Diffusion Models

Moisture diffusion models can be used to predict the moisture concentration in polymers and determining their strength after moisture conditioning. It has been suggested that the kinetics of sorption of moisture in polymers systems is governed by three limiting cases (Crank 1979), as described below.

Case I (Fickian or diffusion controlled), in which moisture transport is a stochastic process driven by the presence of a concentration gradient. This case predominates
in systems where the penetrant has little hygroelastic effect on the polymer or the rate of diffusion is much less than that of relaxation. In Case I, the weight uptake is initially linear with respect to the square root of time, i.e. if the amount sorbed at time \( t \) is \( Kt^n \), then \( n \) is equal to 0.5.

Case II (Non Fickian or relaxation controlled), in which diffusion is more rapid than relaxation. Consequently, there is a discontinuity in concentration between the swollen and unswollen polymer. Initially the discontinuity advances into the polymer with a constant velocity, resulting in linear initial uptake of penetrant with respect to time, i.e if the amount absorbed at time \( t \) is \( Kt^n \), then \( n \) is equal to 1.

Case III (Anomalous diffusion), in which both the mechanisms described above are present to varying degrees, resulting in anomalous uptake, i.e. \( n \) is between 0.5 and 1.

A description of moisture diffusion models based on diffusion type and process is provided in the following sections.

2.4.4.1 Fickian Model

Fick's law was briefly introduced in section 2.4.1. In this model, diffusion can be presented in a quantitative manner by adapting the mathematical equations of heat conduction derived by Fourier in 1822, as shown by Fick in 1855 (Crank 1979). The mathematical theory of diffusion is based on the hypothesis that the rate of transfer of a diffusing substance through a unit area of a section is proportional to the concentration gradient measured normal to the section. This hypothesis is presented mathematically by Equation 2.16, which is usually referred to as Fick’s first law.

Considering the total transport of moisture into and out of a two dimensional differential element, the rate of change of moisture with time can be obtained by Fick’s second law, which is shown in Equation 2.18 (Crank 1979).
The solution to Equation 2.18 for the case of a plane sheet where the region \(x (-b < x < b)\), \(C_t\) the concentration at time \(t\) and \(C_\infty\) when saturated is given by Equation 2.19 (Crank 1979).

\[
\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial x^2} \tag{2.18}
\]

\[
\frac{C_t}{C_\infty} = \left[ 1 - 4 \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} e^{\left[-D(2n+1)^2 \frac{\pi^2}{4b^2} t\right]} \cos \left(\frac{(2n+1)\pi x}{2b}\right) \right] \tag{2.19}
\]

Equation 2.19 can be integrated with respect to \(x\) to determine the total mass of water absorbed at time \(t\). If \(M_t\) indicates the mass of the total amount of penetrant absorbed at time \(t\) and \(M_\infty\) is the mass at saturation, then:

\[
\frac{M_t}{M_\infty} = 1 - \sum_{n=0}^{\infty} \frac{8}{(2n+1)^2 \pi^2} e^{\left[-D(2n+1)^2 \frac{\pi^2}{4b^2} t\right]} \tag{2.20}
\]

Fickian diffusion, as described in the equations above, is unable to accurately represent the anomalous uptake behaviour often seen in the sorption of moisture in polymers. Many models for anomalous uptake have been proposed. These can be classified as either “diffusion-relaxation” or “dual-uptake” models as given in the following sections.
2.4.4.2 Diffusion Relaxation Model

These models are concerned with moisture transport when both Case I and Case II mechanisms are present (Beren and Hopfenberg 1979; Joshi and Astarita 1979; De Wilde 1994). Berens and Hopfenberg (1978) assumed that the net penetrant uptake could be empirically separated into two parts, a Fickian diffusion controlled uptake and a polymer relaxation controlled uptake, with the latter being a first order function of the concentration difference. The equation for mass uptake using Berens and Hopfenbergs model is shown below.

\[
M_t = M_{D\infty} \left[ 1 - \sum_{n=0}^{\infty} \frac{8}{(2n+1)^2\pi^2} e^{-\left(\frac{-D(2n+1)^2\pi^2t}{4D^2}\right)} \right] + \sum_i M_{R\infty,i} \left[ 1 - e^{-\Omega_i t} \right] (2.21)
\]

where, \(M_t\) is the total mass at time \(t\), \(M_{D\infty}\) is the equilibrium amount of sorption in the un-relaxed polymer. \(M_{R\infty,i}\) and \(\Omega_i\) are the equilibrium sorption owing to the relaxation process and the relaxation rate constant, respectively, for the \(i^{th}\) relaxation process. Berens and Hopfenberg (1978) showed that in general only one or two relaxation terms are required to provide a good fit to the experimental data.

2.4.4.3 Dual Sorption Model

Dual-sorption models are based on the premise that whilst some penetrant molecules diffuse normally in the polymer matrix, others will be affected by polymer-penetrant interactions or micro-void filling (Vieth and Sladek 1965; Gurtin and Yatomi 1979). Carter and Kibler (1978) addressed this problem in terms of the probability that a water molecule may react with a polymer molecule. Their model is based on the theory that moisture in a polymer network can be either bound or free. The probability that a free water molecule becomes bound is \(\gamma\) and the probability that a bound water molecule is emitted from the bound site and becomes mobile is \(\beta\). The local weight fraction reaches equilibrium, \(M_i\), when the number of free molecules per unit volume, \(n\), and the number of bound molecules per unit volume, \(N\), approach values such that Equation 2.22 is satisfied.
\[ \gamma n = \beta N \quad (2.22) \]

When \( \gamma \) and \( \beta \) are small compared to \( K \), the moisture uptake is described by Equation 2.23.

\[
\frac{M_t}{M_\infty} = 1 - \frac{\gamma}{\gamma + \beta} e^{-\beta t} - \frac{8\beta}{\pi^2 (\gamma + \beta)} \sum_{n=1}^\infty \frac{1}{(2n+1)^2} e^{-K(2n+1)^2t}; \quad (2.23)
\]

where \( K = \pi^2 D / b^2 \).

### 2.4.4.4 Dual Fickian Model

Loh et al. (2005) proposed a dual-uptake model based on the summation of two Fickian diffusion models. Physically this can be interpreted as two different uptake processes operating in parallel, both of which are adequately described by Fickian diffusion. This model was seen to accurately represent anomalous moisture transport in an epoxy-based material exposed to different levels of humidity. Both of the Fickian diffusion models are based on Equation 2.20, with separate diffusion coefficients \( (D_1 \text{ and } D_2) \) and saturation levels \( (M_{1\infty} \text{ and } M_{2\infty}) \), respectively. The equation for mass uptake using the dual Fickian model is hence:

\[
M_t = M_{1\infty} \left[ 1 - \sum_{n=0}^\infty \frac{8}{(2n+1)^2 \pi^2} e^{-D_1(2n+1)^2 \pi^2 t} \right] + \sum_{n=0}^\infty \frac{8}{(2n+1)^2 \pi^2} e^{-D_2(2n+1)^2 \pi^2 t} \quad (2.24)
\]
Similarly Equation 2.19 will convert as:

\[
C_t = \left[1 - \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} e^{\frac{-D_1(2n+1)^2\pi^2 t}{4b^2}} \cos \frac{(2n+1)\pi x}{2b}\right] C_{1\infty} + \\
\left[1 - \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} e^{\frac{-D_2(2n+1)^2\pi^2 t}{4b^2}} \cos \frac{(2n+1)\pi x}{2b}\right] C_{2\infty}
\]

(2.25)

where \(C_{1\infty}\) and \(C_{2\infty}\) are the fractions of saturated concentration \(C_{\infty}\), \(D_1\) and \(D_2\) are the diffusion coefficients and \(2b\) is the length of the diffusion path.

In addition to the above mentioned moisture prediction models, various other models are also available that can predict moisture with varying degrees of success (Gupta and Pawar 2005; Tsai et al. 2007). In recent research work on various similar SL epoxy resins, it was found that the dual Fickian model better predicted the moisture diffusion, better than the Fickian model, (Altaf et al. 2011b), and hence, the dual Fickian model has been implemented in the current studies. Further details on the application of this model are described in Chapter 4.

2.5 Deformation of Polymers

In polymers, deformation can be both time independent and time dependent. The time independent deformation of polymers can be classified as either elastic or plastic. Elastic deformation corresponds to bond lengthening and straightening. Plastic deformation in polymers is different from metals as polymers do not contain crystallographic planes, grain boundaries and dislocations. In polymers, plastic deformation is dependent on the van der Waals forces (or secondary bonds) between molecular segments and is initiated by overcoming these forces (Anderson 2005).
Similarly, the time dependent deformation of polymers can be classified as either VE or VP. Viscoelasticity denotes that deformation is a combination of both viscous and elastic mechanisms. When stress is applied to polymers, molecules will tend to change their position. The segmental movement of the polymers will be dependent upon the extent to which branching and cross-linking is present in the structure as well as on value of $T_g$ compared with the ambient temperature. The applied stress will result in creep and the creation of a back stress (Roylance 2001). When the back stress becomes equal to the applied stress, creep is arrested. Due to accumulated back stress, on the removal of the applied stress, deformation will be recovered fully in the case of VE solid polymers and partially for VE fluid polymers. In the case of VE deformation, stress-strain curves show energy dissipation in the form of hysteresis, which is not present in pure elastic materials.

VP deformation in polymers is defined as rate dependent plastic or unrecoverable deformation (Fischer-Cripps 2004). The main difference between VP deformation and time independent plastic deformation lies in the fact that the former not only results in permanent deformation on the application of load but continues to creep afterwards under the influence of the load (Perzyna 1966). Since, this time-dependent phenomenon in polymers is common, they are often called VE or viscoelastic-plastic (VE-P) materials.

Creep in polymers is the time dependent deformation under constant load or stress resulting from VE/VP flow. The load and the time under that load affect the creep behaviour of a polymer. In polymers, creep and plastic deformation should be treated carefully because creep deformation can result from any of the VE or VP mechanisms present in the material. If the deformation rate is high compared to the relaxation rate, stresses can exceed the yield strength resulting in VP deformation. Hence, creep can occur under any value of stress but plasticity cannot. Polymers also exhibit stress relaxation behaviour. Stress relaxation in polymers is the relief of stress at constant strain. Hence, non-linear behaviour in polymers can be described by creep and stress relaxation phenomenon.
Factors such as strain rate, moisture, temperature and molecular structure also influence the deformation behaviour in polymers (Ferry 1980). For example, at high strain rate, or low temperature relative to $T_g$, polymers exhibit brittle deformation. However, at high temperatures, where the polymer is in a rubbery state, molecular movement becomes segmental, resulting in more deformation. Moisture causes a decrease in $T_g$ and, hence, has a similar effect to increasing temperature (Ashcroft and Briskham 2010), provided other effects, such as chemical decomposition and micro cracks, don’t occur.

Time dependent deformation in polymers can be investigated by mechanical tests and this is discussed in Section 2.5.1 while constitutive modelling techniques can be used to describe that deformation behaviour, as discussed in Section 2.5.2.

### 2.5.1 Mechanical Testing to Investigate Time Dependent Deformation

In order to investigate the mechanical behaviour and derive constitutive relationships for polymers, various types of mechanical tests are performed including, creep and recovery tests, relaxation tests, uniaxial tensile and compressive tests at various strain rates and dynamic mechanical analysis (DMA).

Normally, a creep test for a polymer involves testing in constant environment by applying an instantaneous constant load and monitoring deformation as a function of time. The resulting strain-time curve gives us instantaneous elastic or EP strain followed by primary creep (transient), secondary creep (steady state) and tertiary creep regions (Ashcroft and Briskham 2010). If we ignore the tertiary creep region, the total strain can be empirically described by:

$$\varepsilon = \varepsilon_0 + A\sigma^m t + B\sigma^\alpha (1 - e^{-\beta t})$$  \hspace{1cm} (2.26)
where $\varepsilon$ and $\sigma$ denote strain and stress respectively while A, B, m, $\alpha$ and $\beta$ are the empirical constants obtained by curve fitting of experimental data. In Equation 2.26, the first term $\varepsilon_0$ represents the instantaneous strain that can be elastic or EP dependent on the magnitude of stress. The second term represents steady state creep while the third term represents the transient creep strain. Figure 2.7 shows a typical creep curve for polymeric materials under constant applied load with primary, secondary and tertiary stages.

![Figure 2.7 Typical creep curve.](image)

Creep behaviour in polymers is affected by changes in environment, such as changes in temperature and humidity. Therefore, calculated creep deformation should be related to the testing conditions. If the load is removed instantaneously during the secondary creep stage and strain is monitored further, the time dependent strain recovery can be monitored. Figure 2.8 shows a typical creep and recovery behaviour shown by most polymers. After conducting creep tests at various loads, stress-strain plots at a given time can be used to investigate whether the VE is linear or nonlinear.
These plots are called isochronous stress-strain curves, the gradient of the curves being the creep modulus. In the linear range, the creep compliance is independent of the value of applied stress i.e. creep compliance is constant (Ashcroft and Briskham 2010).

Both creep and recovery strains are dependent on the polymer network. A highly cross-linked polymer exhibits less creep strain under a given applied stress and a greater proportion of recovery is observed on the removal of stress (Dillard 2010).

In some cases, where the transient creep strain is very small, we can ignore the third term in Equation 2.26 and then by differentiating strain with respect to time obtain a power law relationship between the strain rate ($\dot{\varepsilon}$) and applied stress ($\sigma$) (Ashcroft and Briskham 2010).

$$\dot{\varepsilon} = A\sigma^m$$

(2.27)
The empirical constants, A and m, can be calculated by plotting \( \log(\varepsilon) \) against \( \log(\sigma) \). In the present study, creep tensile experiments have been carried at various environments to investigate the VE/VP behaviour of Accura 60 and to calculate the empirical constants for subsequent use in numerical modelling. Details on these experiments are given in Section 3.5.3, while method of calculation of the constants is discussed in Chapter 4.

Another method of measuring rate dependent behaviour is the relaxation test. Relaxation describes the decrease in stress over time under constant applied strain. The initial applied strain results in stress, but with the progress of time, entangled chains and sub chains in polymers re-arrange themselves, resulting in a decrease in the overall stress. As with creep, the stress-relaxation of polymeric materials is also dependent on the loading rate, magnitude of initial loading, temperature and moisture (Findley et al. 1989).

### 2.5.2 Constitutive Modelling

The time dependent properties of polymers are often described using rheological models. The development of these constitutive models has gained interest in both academia and industry, resulting in the development of various models constructed from physical or phenomenological aspects. In the phenomenological approach, the mechanical behaviour is represented by an arrangement of spring, dashpot and friction element (Shames and Cozzarelli 1992). Depending upon the stress-strain relationship being linear or nonlinear, we can use mechanical components as shown in Figure 2.9.
The mechanical components showed in Figure 2.9 can be used in different combinations to represent various types of response seen in polymeric materials as shown in Figure 2.10. For linear VE behaviour, a combination of two elements (spring and dashpot) in series gives the Maxwell model that can describe relaxation, and their combination in parallel gives the Kelvin-Voigt (KV) model, that can describe creep behaviour. Three elements, comprising a spring in parallel to a Maxwell model gives a Zener model and the combination of a spring in series with a KV model gives a standard linear solid (SLS). Four elements constituting Maxwell and KV models in series is called a Burgers fluid. The use of an arbitrary number of Maxwell elements in parallel with a spring is a Maxwell-Wiechart model, which is also called a Generalized Maxwell model, and can be used to describe relaxation behaviour with a Prony series. Similarly, a series of KV model in parallel with a spring can be used to describe creep. Further details on these models and their equations can be found elsewhere (Shames and Cozzarelli 1992; Ward and Sweeney 2004).
In the case of elastic-plastic (EP) or VP deformation, a friction element is combined with elastic and/or viscous elements to indicate plasticity. Figure 2.11 shows an elasto-viscoplastic (E-VP) solid and a viscoelastic-plastic (VE-P) solid. The E-VP model shows that the material will act elastically below the yield stress and VE after yield. The VE-P model behaves like a SLS model until yield and then will behave like a Burger’s fluid. Hence, the friction element can be included to describe a transition between different material behaviours. The simple superposition model for VP behaviour combines creep strain with plastic strain. In contrast, over stress or
unified constitutive models give rate dependent plastic strain without differentiating between plastic and creep strain, which can be advantageous in cases where the differentiation of plastic and creep strain is not possible. Two terms; back-stress and over-stress are usually used with these models where-back stress defines the stress state that tends to make equilibrium state when material creeps while the difference between applied stress and back stress gives the over stress.

![Elasto-viscoplastic model](image1)

![Viscoelastic-plastic model](image2)

**Figure 2.11:** Arrangement of mechanical components used to give VP phenomenological models.

The use of phenomenological models to describe VE and VP behaviour in polymers using bulk mechanical test data has been established. In recent years, simplified phenomenological models have been used with indentation data and details are given in section 2.6.4.

### 2.6 Depth Sensing Indentation of Polymers

DSI is a quantitative measurement of the mechanical properties of relatively small volumes of materials by monitoring load and depth during indentation. Owing to the use of small volumes, the spatial variation of surface mechanical properties can be
evaluated through this method (Tezcan and Hsiao 2008). DSI is also known as nanoindentation because it can potentially be applied to a submicron depth range with nanometer depth resolution. DSI is different from macro and micro indentation techniques as it is based on calculating projected area from indentation depth rather than the residual area of indentation.

In DSI, penetration of the indenter tip into the sample is usually controlled by employing either a constant loading rate or a constant displacement rate (Doerner and Nix 1986; Oliver and Pharr 1992; Corcoran et al. 1997). Two important properties that are readily obtained from DSI test data are hardness and elastic modulus (Newey et al. 1982; Pethica et al. 1983), however, researchers have also developed procedures to measure additional properties, such as creep (Asif and Pethica 1998; Lucas and Oliver 1999). A strain rate sensitivity (Schwaiger et al. 2003), stress-strain relations (Field and Swain 1993; Hochstetter et al. 2003.), bond strength (Takahashi 2002), strain hardening (Yang et al. 2006), storage and loss moduli (Asif et al. 1999; Balooch et al. 2004), fracture behaviour (Pharr et al. 1993; Weppelmann and Swain 1996), scratch and wear properties (Burnett and Rickerby 1987; Morel and Jardret 2002). Applications of DSI with polymers include testing in a fluid environment to understand environmental degradation, nanotribology, measurement of VE properties; such as loss and storage modulus, ultra low-load testing, elevated temperature testing, nano-impact and nano-fatigue testing. Commercially available DSI systems have been developed by Hysitron Inc. (USA) (Bhushan et al. 1996), Micro Materials Ltd. (UK) (Newey and Wilkins 1982), CSIRO (Australia) (Bell et al. 1991), CSM Instruments (Switzerland) (Randall, Consiglio 2000), and MTS Systems Corporation (USA) (Oliver, Pharr 1992).

The DSI technique faces numerous challenges when applied to polymers, owing to their complex structure and nature of deformation. Polymers can exhibit both time independent EP and time dependent VE or VP deformation during indentation. The DSI tests give us load-depth plots that can help in identifying these different deformation mechanisms. The modes of deformation during the DSI testing of polymers are summarized in Figure 2.12. If the maximum load produces a stress that
is below the yield point, such that material stays in the elastic state, and there is no
time dependency of the mechanical response, then on removal of the load,
deformation will be fully recovered and both loading and unloading plots will follow
the same path, as described by curve ABCBA in Figure 2.12. However, for materials
showing time dependency, if the load remains below the yield point, then when the
load is removed the unload curve follows a different path to the loading curve,
resulting in hysteresis. This hysteresis characterizes the VE solid and is represented
by curve ABCDA. Curves ABCBA and ABCDA are usually only obtained when a
blunt indenter, such as a flat or spherical indenter, is used for the indentation of
polymers. An elastic response will usually only occur if the temperature is low and
indentation time is small, while the VE response will prevail at higher temperatures
when the indentation time increases. Curve ABCE, if time independent, demonstrates
EP behaviour, whereas if curve ABCE is time dependent then it represents VE-P
deformation. Both EP and VE-P deformation can be obtained by using a sharp
indenter; such as the Berkovich indenter.

Figure 2.12. Different modes of deformation during the DSI testing of polymers.
Two main approaches are used to account for time dependent deformation in polymers. The first approach is most suitable for polymers with only mildly time dependent behaviour. In this approach, an attempt is made to eliminate time dependent effects by using a long enough dwell period at maximum load to obtain pseudo-elastic behaviour on unloading. In the second approach, the time dependent indentation behaviour is experimentally investigated and used to formulate a time dependent material model, such as one of the rheological models consisting of springs and dashpots.

This section discusses DSI experimental techniques when used on polymers. It is subdivided into four parts. The first part discusses the techniques to extract pseudo time-independent mechanical properties, such as hardness and elastic modulus, where time dependency has been minimized during unloading, from standard load-unload tests. The second section discusses testing techniques used to characterise the time dependent deformation while the third section investigates the polymer properties in controlled environments. The fourth section discusses techniques for analysing DSI test data of polymers.

2.6.1 Standard Load-Unload Test

When performing a standard load-unload test on polymers, a common source of error in analysing the test results is the assumption that unloading can be considered as elastic. The time dependent deformation of polymers can lead to errors in conventional calculations of hardness and modulus from the initial part of unloading in load-depth curve. In DSI tests on polymers, many researchers have found a bulge or “nose” effect during the initial portion of unloading as a result of creep. Creep during unloading can lead to errors in the calculation of contact stiffness (Briscoe et al. 1998; Ngan and Tang 2002; Cheng and Cheng 2005; Lu et al. 2009). This creep leads to an increase in depth in the early stage of unloading. The “nose” indicates that the material is deforming due to the presence of creep at a rate greater than elastic recovery (Chudoba and Richter 2001). This invalidates the assumption of fully elastic unloading and leads to errors in calculating contact depth and area and
influences the measured indentation hardness and modulus. Three important parameters in a standard load-unload test are loading rate, unloading rate and dwell period.

Loading rate selection is important in the DSI testing of polymers as this parameter contributes towards VE/VP effects. The maximum indentation depth increases as loading rate decreases and the nose effect becomes less pronounced. This is because the fast rate of loading means the polymer has less time to reach an equilibrium, hence, the back-stress is higher and the rate of deformation in the unloading segment higher. The creep behaviour seen on unloading, including the ‘bowing effect’, is when unloaded at lower rates. It has been proposed that the effect of delayed deformation on the unloading may be neglected if the creep velocity is reduced to a penetration depth growth of less than 1% per minute (Sardar et al. 1968). The influence of creep on unloading curve, and hence on stiffness and contact depth calculation can be decreased if the contact depth is calculated using the effective contact stiffness method (Feng and Ngan 2002). However, the disadvantage is that the indenter depth at the start of unloading is larger than at the end of loading, which results in a larger contact area and thus lower value of hardness (Mencík et al. 2009). To cater for this changing indenter depth, relatively fast unloading is recommended. In order to reduce the time dependent effects during the initial part of unloading, a dwell/holding time is usually introduced between the loading and unloading phases (Chudoba and Richter 2001). However, an excessive dwell time can result in inconsistent loading and unloading curves as a result of machine stability issues due to thermal drift. Hence, by the careful selection of loading, unloading rate and dwell, time dependence can be removed in many cases (Pharr and Rho 1999; Vanleene et al. 2006; Tang et al. 2007). However, the calculated indentation modulus and hardness are related to the selected experimental parameters, i.e. dependent on contact conditions and may vary with them. In the present research, various loading and unloading rates and dwell periods were used to select optimum experimental parameters to obtain pseudo-elastic initial part of unloading and are detailed in Chapter 3 while the results are shown in Chapter 4. This method can be useful in comparative studies with weakly time dependent materials; however, with many
polymers the time dependent deformation behaviour is of interest and should be investigated rather than minimized. This is discussed in the following section.

2.6.2 Non-standard Tests

Apart from the standard load-unload test, other DSI techniques can be used to quantify the VE and VP properties of polymers. One method is to use DSI creep tests to generate data that can be fitted to an appropriate mechanical model. Other techniques include testing at controlled strain rates, dynamic indentation testing, where a small oscillatory force or displacement is introduced, and miscellaneous techniques such as re-indenting and indenting with a blunt punch. These techniques are discussed in this section.

2.6.2.1 DSI Creep Test

DSI can be used in a similar fashion to the bulk creep tests discussed in section 2.5.1 to experimentally determine indentation creep. The DSI creep test can be used to calculate the localized creep parameters. The method can be used to calculate indentation creep parameters for multi-phase materials, thin films etc. for which bulk testing is not possible.

A typical DSI creep test provides indentation depth vs. time data. The constants of Equation 2.27 for an indentation creep power law can be calculated from this data in a similar way to that discussed earlier for bulk test results. For the case of DSI, Equation 2.28, proposed by Mayo and Nix (1988) who generalized the equation given by Pollock et al. for a pyramid indenter, can be used to calculate the indentation creep strain rate \( \dot{\varepsilon}_I \) from the change in indentation depth with respect to time \( \frac{dh}{dt} \) as:

\[
\dot{\varepsilon}_I = k \left( \frac{dh}{dt} \right) \left( \frac{1}{h_p} \right) \quad (2.28)
\]
where ‘k’ is a dimensionless constant ($\equiv 1$) and ‘$h_p$’ is the plastic depth of penetration. The indentation stress is commonly defined as the mean pressure ($P_m$) under the indenter, which is given by the load ($P$) over the projected contact area, which for Berkovich indenter is:

$$P_m = \frac{P}{24.5 h_p^2}$$  \hspace{1cm} (2.29)

The creep constants can then be calculated from log ($\dot{\varepsilon}_1$) vs. log ($P_m$) plots.

DSI creep tests have been used to study rate dependent deformation and measure creep parameters for various materials (Lucas and Oliver 1999; Li and Ngan 2004; Alkorta et al. 2008; Wang et al. 2009). In one recent study, DSI creep tests were carried out at room temperature on various materials, for which the creep parameters were well established through bulk tests, to measure and compare creep parameters (Goodall and Clyne 2006). However, the results varied and no correlation was found. In another work, uniaxial and DSI creep tests were conducted on nano-crystalline nickel and the stress exponents were found to be almost the same from both tests (Wang et al. 2010). However, the strain rate from the DSI creep tests was 100 times greater than in the uniaxial creep tests.

When comparing bulk creep parameters with DSI creep parameters, we should remember the difference between the two types of experiments. In the case of DSI, there is a complex stress distribution that varies with load. The strain rate will also vary spatially and temporarily in an indentation test. This can be compared with the simple, uniform stress state in standard creep tests. Also, standard creep tests are mainly concerned with secondary (steady-state) creep at modest loads, whereas primary creep at high stress and strain rates is more usual in DSI tests.
Keeping in view the arguments from the literature where the DSI creep constants of some materials varied significantly from uniaxial creep constants, it can be concluded that the DSI creep method is still unreliable and needs further investigation. Therefore, in this research work, bulk creep tests are preferred for calculating the creep constants at various RH environments for subsequent use in numerical models.

2.6.2.2 DSI Using the Strain Rate Method

DSI using a strain rate control method involve proportional loading followed by holding at constant load while monitoring displacement of indenter as function of time and then unloading at an appropriate rate. In case the experiments are carried out by controlling displacement than testing is usually considered to follow proportional displacement. The strain rate method can be used to calculate not only hardness and modulus but also strain rate sensitivity (Lucas and Oliver 1999). It has been shown that hardness approaches a constant value when the strain rate is held constant (Cheng and Cheng 2000). This can usually be obtained by keeping the ratio of loading rate to imposing load or displacement rate to displacement, constant (Briscoe et al. 1998). This is illustrated by the following equation.

\[ \varepsilon = k \frac{P}{P} = k \frac{h}{h} \]  

(2.30)

The effects of the strain rate method on DSI results are associated with creep and it is still not clear that employing a constant strain rate method corresponds meaningfully to steady-state creep conditions (Goodall and Clyne 2006). The method has been used on some soft materials; however, it faces various challenges before making acceptance as a successful technique for time dependent materials.

2.6.2.3 Dynamic Indentation Testing

Dynamic indentation has some advantages over quasi-static testing as it offers a significantly decreased testing time for assessing a material’s time dependent response (Menčík 2007). Because of the short testing time, the effects of thermal
drift on the measured mechanical properties are negligible. The method is used to determine the storage and loss moduli of the material over a range of frequencies and amplitudes.

The Continuous Stiffness Measurement (CSM) technique is the most commonly used technique for dynamic indentation. The excitation is provided through a force transducer during the loading process using a low magnitude oscillation superimposed onto the overall quasi-static force signal. The resultant phase lag is measured at the same frequency as the applied oscillating force and is related to the contact stiffness and damping.

An alternate method of dynamic indentation testing was proposed by Fischer–Cripps (2004), in which storage and loss modulus determined using a multi-frequency dynamic oscillatory motion mode of deformation. The applied load was modulated by a pseudo-random force signal comprising multiple frequencies. Fourier transforms were then used to deconvolute the response into single frequency components. This method allows for cancellation of the instrument dynamic response by equalization with a spectrum response obtained on a standard specimen of known elasticity and thus avoids the need for an expensive frequency-specific lock-in amplifier.

Singh et. al. (2005) demonstrated a new displacement modulation based technique, Continuous Contact Compliance (CCC), to determine the storage and loss moduli of an epoxy as a function of excitation frequency. The CCC technique allows the control of amplitude and frequency of excitation independently from the electromagnetic loading coil and thus makes available a wider range of amplitude and frequencies of excitation.
2.6.2.4 Re-indentation Testing

Finding the parameters for a constitutive VE model from DSI data where elastic, viscous and plastic material behavior may exist is a potential problem (Shimizu et al. 1999; Sakai et al. 2002; Zhang et al. 2005; Oyen-Tiesma 2009). In order to account for the presence of plastic deformation, a multiple indentation technique can be utilized (Zhang et al. 2005; Jäger and Lackner 2009), where the first indentation introduces plastic deformation while the subsequent indentation only exhibits VE deformation. A five step loading scheme has also been proposed that can be used to study elastic-viscoelastic and plastic deformation separately (Zhang et al. 2006). The multiple-indentation technique is helpful to isolate time-independent plastic deformation from VE/VP deformation.

2.6.2.5 Effect of Indenter Shape

Sharp indenters, such as the Berkovich indenter, have been in use for decades and cause plastic deformation almost instantly due to their sharp points. They can provide hardness and modulus values successfully (Oliver and Pharr 2004), however, due to the sharpness of the Berkovich indenter, any pre-yielding behaviour is lost. A way to avoid instant plastic deformation, and hence investigate the transition from elastic or VE to plastic or VE-P deformation, is by using a blunt indenter such as a flat or spherical indenter. Also, by using an appropriate load one can avoid plastic deformation and stay in the pure elastic or VE region (Oyen and Cook 2009). Hence, by selection of appropriate indenter geometry, desired modes of deformation can be investigated.

2.6.3 Testing under Controlled Humid Environments

The mechanical properties of polymers can vary significantly with the amount of absorbed moisture. In order to investigate the effect of absorbed moisture by DSI, we can use either a fluid cell or a humidity control unit (HCU). A fluid cell allows the testing of samples under fully immersed conditions by immersing both sample and indenter tip in a liquid bath. This technique has been used successfully with biological and polymeric samples (Ashcroft and Spinks 1996; Hengsberger et al. 2002; Akhtar et al. 2005, Bell et al. 2008). A HCU is used to control the humidity in
the DSI cabinet and can be used to perform tests from approximately 20-95% relative humidity (RH). A HCU is typically comprised of a humidifier, a dehydrating unit, a hygrometer and a control circuit. The literature review revealed that there is currently no published work where DSI testing has been carried out at varying relative humidities using a HCU.

In the current research work, HCU was used to condition Accura 60 samples by regulating the DSI chamber to 33.5 %, 53.8 %, 75.3 % and 84.5 % RH. Further details on use of the HCU and the results from the tests are described in Chapter 3 and 4 respectively.

### 2.6.4 Analysis of DSI Data for Polymers

The analysis of load-penetration depth plots obtained through DSI experiments is mostly based on the work of Doerner & Nix (DN) (1986), and Oliver & Pharr (OP) (1992), that was developed for elastic–plastic materials using a theoretical relationship developed by Sneddon (1965), for the contact between an elastic half space and a rigid punch. The method is questionable, however, for VE or VE–plastic materials such as polymers and biological tissues (Sneddon 1965; Oyen and Cook 2004; Zhang et al. 2006; Liu et al. 2006; Mencík, et al. 2009). The DN method calculates hardness from the loading curve and modulus from the unloading curve, assuming the unloading curve to be linear and the contact area to remain constant when the indenter is initially unloaded. The OP method assumes a power law approximation for the initial unloading. The DN method is suitable for only flat punch applications while the OP method has been successful with polymers having high \( T_g \) compared with ambient temperature. Cheng and Cheng (1998) have also described the relationship between modulus, contact area and slope of the initial part of unloading by dimensional analysis and FEA of nanoindentation data. They derived a method to estimate hardness and modulus for solids, indented with conical or pyramid indenters by taking a ratio of irreversible work to total work during indentation and relating this with the ratio of hardness and modulus. However, this method needs further improvement as deviations up to 15% have been reported in calculating mechanical properties from the method.
The next section discusses the methods whereby minimizing the time dependent effects the OP method can be used for weakly VE materials. This method is reasonable for materials that have a high value of $T_g$ compared to ambient. Time dependent constitutive models can also be used with load, depth and time data to extract the parameters and this method is detailed in section 2.6.4.2.

### 2.6.4.1 Minimisation of Time Dependent Response

The DSI testing of polymers is challenging due to their time dependent response to indentation. However, by selecting optimal parameters, such as loading and unloading rate and dwell period, the VE/VP effects can be minimised, as discussed in section 2.6.1 and then the OP approach can be used to analyse the data (Oliver and Pharr 2004). In this approach the initial unloading curve is approximated by a power law, as given in Equation 2.31.

\[
P = \alpha(h - h_r)^m
\]  

(2.31)

where $\alpha$ and $m$ are curve fitting constants, ‘$h$’ is penetration depth and ‘$h_r$’ is the final unloading depth. The derivative of Equation 2.31 at maximum load is the contact stiffness ($S$) as shown in Equation 2.32.

\[
S = \frac{dP}{dh}(h = h_{\text{max}}) = m\alpha(h_{\text{max}} - h_r)^{m-1}
\]  

(2.32)

The plastic contact depth at maximum load is then calculated from:

\[
h_p = h_{\text{max}} - \varepsilon \frac{P_{\text{max}}}{S}
\]  

(2.33)
where $\varepsilon$ is a constant that depends on the geometry of the indenter, which is 0.75 for the Berkovich indenter. The projected area ‘A’ is calculated from ‘$h_p$’ and then used to find hardness ‘H’ as shown in Equation 2.34.

$$H = \frac{P_{\text{max}}}{A} = \frac{P_{\text{max}}}{24.5h_p^2}$$ (2.34)

The effective modulus can be calculated from stiffness ‘S’ using:

$$S = \beta \frac{2}{\sqrt{\pi}} E_{\text{eff}} \sqrt{A}$$ (2.35)

where $\beta$ is a correction factor that depends on the type of indenter used and its value is 1.05 for the Berkovich indenter. We can calculate the modulus, $E$, of the tested material by using Equation 2.36:

$$\frac{1}{E_{\text{eff}}} = \frac{1 - \nu_i^2}{E_i} + \frac{1 - \nu_i^2}{E_i}$$ (2.36)

where subscript ‘$i$’ represents values for the indenter. The OP method has been found to work well for some polymers (Cheng and Cheng 1997). However, the use of this method for analyzing highly VE/VP polymers, other than in a comparative fashion, is inappropriate (Tranchida and Piccarolo 2005; Tranchida et al. 2007). These observations have been confirmed by other researchers who also suggested the inability of this method under a broad range of conditions (Lim and Chaudhri 2003).
2.6.4.2 Extraction of Time Dependent Model Parameters

Investigation rather than minimisation of time dependent response is of interest in the case of many polymers and biological tissues. Hence, instead of minimising the time dependency, constitutive equations need to be developed that can describe the time dependent behaviour shown by the polymer being tested. Various techniques have been employed to deal with the time dependent response present in polymers. However, the need for taking VE/VP behaviour into account in contact modelling faces noticeable mathematical difficulty related to the complex three-dimensional stress and strain fields.

A method has been used where the time variable in constitutive equations was replaced by a Laplace transformation with respect to time to make the problem an elastic analogue and then the solution was used with an inverse Laplace transform to obtain the desired VE solution from the elastic solution (Lee and Radok 1960). This Laplace transformation method is limited as it requires that the relation between stress and strain does not vary with time. Another method involved the use of functional equations where the elastic constant were replaced by VE operators (Radok 1956). The developed equations were used on creep and relaxation test data obtained from the micro and nanoindentation of polymeric coatings. The functional method has been found to be partially successful but it works well only for a monotonically increasing contact area (Vandamme and Ulm 2006). However, this restriction to only monotonically increasing area was finally removed by developing implicit equations (Ting 1966; Galanov 1982). Use of these implicit equations has remained a challenge due to the involvement of differentiation and repeated integration. Most recently, the problem of decrease in contact area was solved by Greenwood after some minor modifications in Ting’s approach (Greenwood 2010). In another recent work, a closed form solution was derived from functional formulations of viscoelasticity to solving the problem for conical indentations (Vandamme and Ulm 2006). Thus Lee and Radock’s method of functional equations is still attractive today and is considered the base for deriving formulae for the characterisation of time dependent response.
In recent years, simplified phenomenological models based on the mechanical element analogy, analytical treatments and numerical simulations have also been used with indentation data but it is still not clear that the fitting parameters are representative of bulk measurable values and have physical significance (Oyen and Cook 2009). In case of phenomenological approach, when a polymer is indented, the deformation can be VE or VE-P. VE models combine elastic and viscous elements. Their combination can be either in series, giving a Maxwell element or in parallel giving a Kelvin Voigt (KV) element. For complex cases, VE models usually combine these elements. For example a spring in series with a KV element, the SLS model, has been fitted to nanoindentation data from polymer coatings and the results matched well with the results by fitting this model to bulk test data (Strojny and Gerberich 1998).

In one case, a VE model was used on indentation data where the plastic depth was subtracted from the total penetration depth in order to keep the analysis of deformation viscoelastic (Yang et al. 2004). The plastic depth \( h_p \) was calculated using the OP method discussed in section 2.6.4.1. The authors used a Burger’s fluid to model the indentation creep of selected polymers and proposed a method to find the elastic modulus from this VE model (Yang et al. 2004). The elastic modulus calculated using this method is independent of dwell and unloading parts and the results match closely with the values calculated from bulk tests (Yang et al. 2004).

In order to model the VE-P behaviour that often results from the indentation of polymers by sharp indenters, a plastic element can be added to represent the instantaneous plastic deformation, which is characterised by the yield strength. VE-P model, combining elastic, viscous and plastic elements has been applied to tooth enamel (Mencík et al. 2009).
Oyen and Cook’s mechanical analogy of indentation with VE-P elements (a spring, a linear dashpot, a quadratic dashpot for elastic, viscous, and plastic responses respectively) for a one dimensional case can be considered successful when fitted to the curves of PC, PMMA, PE and PU polymers (Oyen and Cook 2009). Although the resultant fits did capture the nanoindentation load-displacement curves, the resulting fitting parameters were not consistent with those from bulk tests. Cheng and Cheng (2005) demonstrated a way to measure the modulus from the initial unloading slope, however, the measured modulus varied significantly from the bulk one (Tranchida et al. 2007).

Despite the cases where VE and VE-P elements have been fit to nanoindentation data, more work is still required to characterise the complex time dependent stress and strain fields beneath the indenter in polymeric materials. Moreover, the phenomenological constitutive model approach needs further validation under various environments and with different materials. In the present research, VE and VEP models are used analytically on indentation data to derive material parameters at various relative humidities. Further details are given in Chapter 7.

2.7 FE Modelling of DSI of Polymers

The FE modelling technique has been used to analyse nanoindentation behaviour of materials such as metals (Bhattacharya and Nix 1988; Pelletier et al. 2000), ceramics (Fischer-Cripps 1997), films and coatings (Pharr et al. 1998; Li et al. 2008; Pelegri and Huang 2008), polymers (Fang and Chang 2004; Anand and Ames 2006) and biological materials (Spilker et al. 1992; Warner et al. 2001). Most of the studies have been carried using 2D simulation approach while 3D simulations remained limited in numbers. FE studies of DSI have covered many aspects such as: understanding the deformation regimes around indenter (Mata et al. 2002), measurement of plastic properties of bulk materials (Xu and Rowcliffe 2002), comparison of spherical and Berkovich indentations (Fischer-Cripps 2001), role of friction on sharp indentation (Mata and Alcalá 2004), investigation of unloading behaviour of sharp indentation (Marx and Balke 1997), characterisation of heterogeneous materials (Shen and Guo 2001), and comparison of 2D (conical) and
3D (Berkovich) modelling to identify the effect of indenter geometry and its associated results (Swaddiwudhipong et al. 2006; Shim et al. 2007; Xu and Li 2008).

Selection of appropriate material model is important while FE modelling the indentation behaviour of polymers. The classical plasticity models that are insensitive to hydrostatic stress are inappropriate when analysing hydrostatic stress sensitive materials such as polymers. Commercial FE software packages usually have a number of in-built rate dependent models, while additional models can be implemented via user subroutines. The indentation behaviour of glassy polymers has been modelled using a subroutine in the commercial software package Abaqus (SIMULIA, Providence, RI, USA) (Swaddiwudhipong et al. 2005). However, that model demanded high computational resources and was unable to account for the relaxation behaviour during the final portion of the unloading. In another work, a generalised Kelvin-Voigt model was used to model the non-linear VE behaviour of PMMA (poly methyl methacrylate) (Anand and Ames 2006). However, the model was only able to simulate the load-displacement plots over a very narrow range of strain rates at room temperature. A 3D VE-P user defined constitutive model was also used to model mechanical response of polymers with varying success (Ovaert et al. 2003).

From the literature review, it can be concluded that limited attempts have been undertaken to date to model the indentation behaviour of polymers using the FE technique. It is known that when polymers are indented using a Berkovich indenter, the deformation is a combination of both EP and VE/VP deformation. Hence both time independent and time dependent elements of deformation should be taken into account. In this research, the commercial FEA code, MSC Marc 2007, a nonlinear FEA program, by MSC Software Corporation (Santa Ana, CA, USA) is used where the EP deformation, with hydrostatic stress dependence, is modelled using a linear Mohr-Coulomb model and is coupled to a rate dependent creep power law to model the indentation behaviour of the SL resin; Accura 60. Further details on the FE modelling of indentation in this work are given in Chapter 5.
No published data has been found on the use of FE to model the indentation behaviour of polymers under the influence of varying moisture levels. However, various studies have been used to assess environmental degradation in polymers and adhesive joints (Liljedahl et al. 2005; Crocombe et al. 2006; Ashcroft et al. 2011). These studies carried coupled hygro-mechanical analysis in FEA codes to determine the effects of moisture on strength while moisture diffusion inside the material was determined from transient FE analysis.

In this work, in order to generate simulated load-depth plots of indentation under various RH, coupled stress-diffusion finite element analyses were performed. In MSC Marc 2007, there is no direct option for moisture transport analysis, however, moisture diffusion can be analysed by adapting the mathematical equations of heat conduction, derived by Fourier, as described by Crank (1979). Therefore, heat transfer analyses in conjunction with stress analyses were used to carry out coupled analyses. Further details on the hygro-mechanical indentation analyses are provided in Chapter 5 while FE results and comparison with experimental data are presented in Chapter 6.

2.8 Summary and Conclusions

The deformation behaviour of polymers is highly time dependent in nature and their deformation mechanisms are totally different from metals and ceramics. Yield criterion based on pressure insensitive behaviour are not appropriate and hence material models describing hydrostatic stress sensitivity should be selected to describe the behaviour of polymers.

The mechanical properties of polymers are significantly affected by environmental factors, such as moisture, elevated temperature and UV radiation. Moisture is considered to be one of the main factors that can lead to reversible and irreversible effects in polymeric materials.
The DSI technique faces various challenges when applied to polymers owing to their complex structure and nature of deformation. Mostly, two approaches have been employed in the characterization of polymers by DSI. The first is to select test parameters to minimize VE/VP effects in order to obtain time independent results. This is appropriate for polymers showing only weak time dependent behaviour and the mechanical properties extracted using DSI should be related to the experimental parameters such as load, loading/unloading rate, dwell etc. as their variation will affect the results. The second approach is to use DSI results to determine the parameters for a time dependent material model. However, this is complicated by the complex stress state beneath the indenter. The selection of indenters is important e.g. sharp indenters can provide a VE-P response while blunt indenter can be used to investigate a VE response. DN and OP methods for data analysis have been successful for EP materials but are not satisfactory for most polymeric applications. Hence, VE/VP constitutive models need to be incorporated into data analysis.

The DSI technique can be used to investigate environmental effects on polymers such as elevated temperatures and varying relative humidities. Additionally, the method has been successful in extracting spatially varying properties and describing near surface behaviour. However, the properties measured from nano tests vary in most cases when compared with results taken from bulk mechanical tests. Hence more work is required to develop means for extracting general material behaviour from DSI tests.

In the last 25 years, the DSI testing technique has made remarkable progress. The technique has been used successfully in material research on a range of materials, such as metals, ceramics, polymers, bones and tissues and thin coatings. However, no one has worked on investigation of varying moisture effects on polymers using DSI. In real applications, polymers are likely to be exposed to changing humidity conditions where moisture will vary according to the ambient and operational conditions. These variable conditions make relative humidity an important factor that needs to be incorporated in the material research and designing phase of the components. Additionally, a mechanism of incorporating suitable moisture uptake
and indentation models is required to describe the indentation behaviour of polymers under varying moisture conditions. In order to address, the present study involves DSI testing at various relative humidities to understand the effects of moisture on mechanical properties of SL resins at micron scale. Coupled diffusion-stress FE modelling is then used to predict the moisture diffusion and indentation behaviour of SL resin Accura 60 under variable moisture conditions.
Experimental Methods

3.1 Introduction

This chapter describes the methods, equipment and procedures used in the experimental phase of this research. The first section describes the material and the process used to manufacture the samples. There follows a description of the conditioning method. The experimental programme consists of two types of experiments. The first stage consisted of moisture diffusion and bulk mechanical experiments. Moisture diffusion analysis involved gravimetric testing, where the absorbed moisture content as a function of time at various RH was calculated and used to characterise the type of diffusion and determine the diffusion constants. Bulk mechanical experiments consisted of tensile tests, compressive tests and creep tensile tests. The material properties extracted from the diffusion and mechanical experiments were later used in numerical modelling of depth sensing indentation (DSI) at various relative humidities. The second stage of experiments involved DSI testing. These experiments were carried using various experimental parameters to investigate the rate dependent behaviour. Tests were undertaken at various RH environments to investigate the effect of moisture on the near-surface mechanical properties. These tests provided an insight into the spatial variation in properties of Accura 60 at various RH.

3.2 Material and Sample Manufacture

3.2.1 Material

The polymeric material investigated in this study was an epoxy based resin, Accura 60, manufactured by 3D Systems (Rock Hill, SC, USA). Accura 60 was chosen because it was in the latest range of stereolithography (SL) resins at the
commencement of the research. It is stiff, durable and transparent with a low viscosity formulation. Some of its applications include:

- Prototypes
- Consumer electronics e.g. mobile phones
- Automotive design components
- Medical instruments and devices
- Transparent models

Also, due to its transparency, Accura 60 is used in lenses by the automobile industry and for fluid flow visualisation models in various applications. Typical properties of Accura 60 provided by the manufacturer are given in Table 3-1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic modulus (E)</td>
<td>2690 to 3100 MPa</td>
</tr>
<tr>
<td>Poisson’s ratio (v)</td>
<td>0.35 to 0.40</td>
</tr>
<tr>
<td>Ultimate tensile strength (σ_{ult})</td>
<td>58 to 68 MPa</td>
</tr>
<tr>
<td>Glass transition temperature (T_g)</td>
<td>58°C</td>
</tr>
<tr>
<td>Elongation at break (%)</td>
<td>5 to 13 %</td>
</tr>
<tr>
<td>Appearance</td>
<td>Clear</td>
</tr>
</tbody>
</table>

Table 3-1: Typical properties of the SL resin, Accura 60.

According to the material manufacturer, above mentioned characteristics make Accura 60 a good choice for the development of prototypes for concept design and marketing purposes as well as for some applications as an end-use product. Manufacturer also claims that material has ability to resist humidity and maintain dimensional accuracy that makes it a good choice for patterns for investment casting.
3.2.2 Stereolithography Process

SL is one of the main processes of additive manufacturing (AM) and is considered highly accurate and consistent (Hague et al. 2003). Like other AM techniques, the SL process produces objects directly from 3D CAD models without requiring tools. This helps in reducing total production time. The applications of the process include the development of models, medical products, visualisation models etc.

The SL process consists of a combination of a CAD system with a SL machine to perform the layer-by-layer fabrication of the part under the control of computer. Figure 3.1 shows a schematic of the SL process. Firstly, a 3D CAD model is converted in an STL file format. These files are then converted into 2D cross-sections in rapid prototyping (RP) software. After assignment of a layer thickness, typically between 0.1 to 0.25 mm, cross-sections are created. When a layer has been formed, the platform lowers the part so that the next layer can similarly be formed. The coating blade, moves across the surfaces to recoat the next layer of the resin. This process continues until the whole part is completed. Finally, the platform is raised and the part is removed for post processing treatments.

![Figure 3.1. Schematic of SL process.](image-url)
The polymer investigated in this study was an epoxy based resin, Accura 60, manufactured by 3D Systems (Rock Hill, SC, USA). The samples were manufactured in ‘YZ’ orientation as shown in Figure 3.2, using an SLA7000 SL machine, also manufactured by 3D Systems. The maximum build envelope of the machine is 508 x 508 x 584 mm. Supports, used to stabilize the part during building, were generated using the computer software MAGICS (Materialise, Belgium). The parts were built in a vat of resin at a temperature between 20-24 °C, which cured on exposure to UV laser radiation. After completion of the manufacturing process, the finished samples were removed for post-processing treatments.

![Figure 3.2: Build orientation of samples for various types of tests.](image)

Post-processing involved cleaning and post-curing the manufactured parts. Cleaning is important as it helps to remove excess resin from the parts. The samples were washed in Tri-Propylene Glycol Monomethyl Ether (TPM). TPM is usually the preferred cleaning solvent as it has low volatility and little odour (Ullett et al. 2000). After cleaning, SL parts are usually post-cured either by a thermal or UV post-curing technique. This treatment helps to improve the mechanical properties of SL materials (Ullett et al. 2000), e.g. it increases the strength and stiffness but may also reduce ductility and the elongation at failure. The decision to select a thermal or UV treatment is dependent upon the type of material. Thermal curing can lead to ageing in some materials and thus UV treatment is usually preferred in most cases (Vora et al. 2007). In this study, the Accura 60 samples were UV post-cured, both large sides for 45 minutes each.
After the above mentioned post manufacturing treatments, the samples were stored in darkness in a desiccator. As recommended by 3D Systems, the samples were kept for 8 weeks prior to any testing in order to provide further curing and stability. Afterwards, all types of testing were completed between 8 to 40 weeks. The next sections describe the moisture conditioning, moisture diffusion tests, bulk mechanical and DSI testing methods used in this research work.

3.3 Environmental Conditioning

In this research work, the effect of moisture on the mechanical performance of a SL resin was investigated. Most polymeric components face varying humidity environments during their life ranging typically from 30 to 80 % RH. Therefore, the selected conditioning environments in this study were 33.5 %, 53.8 %, 75.3 % and 84.5 % RH. As moisture absorption can be accelerated by an increase in temperature, the temperature was kept constant at 22.5 °C with ±1 °C variation for both conditioning and testing.

Samples for gravimetric and bulk mechanical testing were preconditioned inside glass flasks using saturated salt solutions. These salts were; magnesium chloride, magnesium nitrate, sodium chloride and potassium chloride to provide relative humidities of 33.5 %, 53.8 %, 75.3 % and 84.5 % RH respectively, with ±1 variation. The samples for DSI tests were conditioned by two methods. In the first method, samples were pre-conditioned at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH using saturated salt solutions as described above. In the second method, samples were conditioned at 33.5 %, 53.8 %, 75.3 %, 84.5 % RH by regulating humidity in the DSI system using the HCU. Further details on conditioning and periodic testing after moisture absorption at various RH are described in sections 3.4, 3.5 and 3.6.

3.4 Moisture Diffusion Tests

The moisture diffusion properties of the Accura 60 were determined by a gravimetric testing method. The procedures and guidelines for gravimetric moisture uptake
measurements of bulk samples in British Standard BS EN ISO 62 (2008), were followed. The samples were manufactured with dimensions of 60x60 mm with 4 mm thickness as shown in Figure 3.3. Samples were taken out from the desiccator after 8 weeks of manufacturing and dried by placing in an oven at 35 °C in an oven until a constant weight was recorded. It took approximately 4 days in an oven to dry all the samples. A digital scale (Mettler Toledo Incorporation, Columbus, OH, USA), with an accuracy of 0.1 mg was used to weigh the samples.

![Figure 3.3: Geometry details of gravimetric test samples (not on scale).](image)

Once dried, the samples were conditioned in glass containers at various RH environments at a constant temperature (22.5 °C, ±1 °C). Five samples were used to obtain an average value for each environment. Specimens were extracted at 4, 8, 12, 20, 32, 44, 68 and 92 hrs and then at time intervals of 24 hrs. On extraction of conditioned samples, surface moisture was removed with a clean, dry cloth, and each sample was weighed to the nearest 0.1 mg. This was completed within 1 minute of removal from the conditioning environment. The conditioning process was continued for 720 hours. The moisture uptake at time, ‘t’ denoted by $M_t$, was calculated using the following equation:

$$M_t = M_2 - M_1$$  \hspace{1cm} (3.1)
where $M_1$ is the mass of the specimen after drying but before conditioning and $M_2$ is the mass of the specimen at a specified time interval during conditioning. The moisture uptake data was used to find the diffusion constants, as detailed in section 4.2.

### 3.5 Bulk Mechanical Characterisation

In order to characterise the bulk material behaviour, bulk mechanical tests were performed. These tests included uniaxial tensile and compressive tests. Stress-strain relations, yield stress and modulus values extracted from these experiments were used in defining the elastic-plastic material model for FEA. Additionally, creep tests were also carried out to extract rate dependent material constants for use in the FE model. The details of these experiments are provided in sections 3.5.1, 3.5.2 and 3.5.3 respectively.

#### 3.5.1 Tensile Test

The ability of a material to resist breaking under tensile stress is a widely measured property that is used in various structural applications. In a tensile test, the specimen is extended along its longitudinal axis at a constant speed until the specimen ruptures. During testing, the load sustained by the specimen and the elongation are measured. Additional measurements include tensile strength (at yield and at break), elastic modulus, stress, strain, elongation etc. ASTM D638 (2008) is a standardized method for tensile testing of polymers, which is technically equivalent to BS EN ISO 527 (2009). In the current work specimen preparation and testing methods were according to ASTM D638 (2008). The samples were manufactured as per the dimensions shown in the Figure 3.4. The specimens were built in an ‘YZ’ orientation using the SL machine, as described in section 3.2.2. Samples were preconditioned using the techniques described in section 3.3.
The tests were carried out at 0.1 mm/min at 22.5 °C (± 1 °C variation) and 35 % RH (±2 variation). In order to investigate moisture effects, samples were preconditioned at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH. Specimens were extracted at 4, 8, 12, 20, 32, 44, 68 and 92 hrs and then at time intervals of 24 hrs prior to testing. Tests were carried out on samples that were conditioned up to 720 hours. Tensile testing was started after 16 weeks of samples manufacturing and completed in the next 30 days using a universal testing machine (Instron 3366, Instron Corporation, Norwood, MA, USA) with a maximum load capacity of 10 kN. Five repeat tests were performed to obtain an average value. Results from the tensile tests are described in Chapter 4.

### 3.5.2 Compressive Tests

The compression test is used to characterize the mechanical behaviour of material under a compressive load. In this test, the specimen is compressed along its longitudinal axis at a constant rate until the specimen fractures. Both the load and displacement are measured during the procedure. The test is used to determine properties such as stress-strain relation, elastic modulus, yield point and yield strength. ASTM D695 (2008) and BS EN ISO 604 (2002) are the two available standards for compressive testing of polymers. In the current work, testing was been carried out according to the ASTM D695 (2008) standard as per the geometry shown in Figure 3.5. The samples were built in an ‘YZ’ orientation using the SL machine.
Samples were preconditioned using the techniques described in section 3.2.2. The tests were carried out at 0.1 mm/min at 22.5°C (± 1 °C variation) and 35 % RH (±2 variation) with samples preconditioned at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH. Specimens were extracted at 4, 8, 12, 20, 32, 44, 68 and 92 hrs and then at time intervals of 24 hrs up to 720 hours. Compression testing was started after 23 weeks of samples manufacturing and completed in the next 30 days using the Instron 3366 universal testing machine described previously. Five repeat tests were performed to obtain an average value. Results from the tests are described in Chapter 4.

3.5.3 Creep Tests

Creep tests can be used to investigate the viscoelastic (VE) and viscoplastic (VP) behaviour of materials using different modes of loading such as tensile, compressive, flexural and torsional. In this research, creep tensile tests were carried on the SL resin in order to determine material parameters for subsequent use in the FE model to introduce rate dependent effects.

A standard creep tensile test consists of measuring extension as a function of time under a constant tensile load at a specific environmental condition. ASTM D2990 (2009) and BS EN ISO 899 (2003) are the standards for tensile creep measurements.
In the present work testing was according to ASTM D2990 (2009) as per the geometry details shown in Figure 3.4. Tests were performed at 22.5 °C (± 1 °C variation) and 35 % RH (±2 variation) on samples that were preconditioned at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH. These tests were carried out on samples conditioned for up to 720 hours. Specimens were extracted at 4, 8, 12, 24 hrs and then time intervals of 24 hrs. Creep testing was started after 30 weeks of samples manufacturing and completed in the next 30 days using the Instron 3366 universal testing machine. The tests started with instantaneous loading followed by a constant load for 2500 sec. Testing was at five different stress levels; 26 MPa, 32 MPa, 38 MPa, 44 MPa and 50 MPa. Data from these experiments was analysed using a creep power law relationship, as given by equation 2.27. Results from the tests are described in Chapter 4.

3.6 Depth Sensing Indentation

In order to investigate VE, VP and moisture effects on a micron scale in the SL resin, the DSI testing technique was used. The samples for DSI testing were 50x50 mm with 4mm thickness (Figure 3.6) and were built in an ‘YZ’ orientation using the SL machine. Total testing time for DSI tests was between 12 to 40 weeks after manufacturing of samples.

![Figure 3.6: Geometric details of DSI test samples.](image)

A Berkovich indenter with face angle of 65.3°, giving the same projected area to depth ratio as the Vickers indenter, was used to produce indents. The NanoTest 600,
manufactured by Micro Materials (Wrexham, UK), was used for the DSI experiments. Figure 3.7 shows a schematic aerial view of the NanoTest 600 showing the high resolution microscopes, the sample stage that can move in x, y and z (perpendicular) directions and the nano head unit.

Figure 3.7. Schematic of NanoTest 600 system.

Figure 3.8 shows schematic of the nano head unit that consists of a pendulum with an indenter having a load range of 0.1-500 mN and resolution of 0.1 μN. The pendulum can rotate on a friction-less pivot and is designed to be lightweight. The solid shaft of the pendulum is made of a ceramic stiff enough to withstand the maximum load with negligible deflection. The pivot is comprised of four stainless steel leaf springs,
which are very compliant in rotation, but can be easily damaged if care is not taken when handling the pendulum e.g. during the change of an indenter.

A coil is mounted at the top of the pendulum and when the coil current is applied, the coil is attracted towards a permanent magnet, producing motion of the indenter towards the sample and into the sample surface. The parallel plate capacitor measures the displacement of the indenter as one of the plates is attached to the indenter holder. Thus, when load is applied and as the indenter is displaced into the sample, the capacitance changes and the displacement is measured by means of a capacitance bridge. To minimize or reduce unwanted capacitance effects, the capacitance bridge unit is located close to the measuring capacitor. The two circular discs are 0.3 to 0.5 mm apart when the system is at full sensitivity. The maximum measurement depth of the system is approximately 15-20 μm. Below the capacitance plates, there is a counter-balance weight necessary to counter the mass of the coil and the indenter that is inserted into the diamond holder.
3.6.1 Important Considerations When Using the DSI System

3.6.1.1 Safety Precautions during Operation

When carrying out DSI tests or calibrations, there are certain measures that are required to keep the equipment safe. Following are the common safety measures that were taken during machine operation:
a. Before moving the sample stage from the front of the nano head to the focal plane for focussing, the sample stage was moved sufficiently in the positive X-direction so that the sample stage did not collide with the microscopes.

b. During sample stage calibration and just before contact between the indenter and specimen (at around 2 mm distance apart), the rate of movement of the sample stage in the negative X-direction was reduced to a safe contact speed of 3.8 µm/sec. Otherwise, contact with the sample could damage the indenter tip or the pendulum.

c. It was ensured that the sample stage was in the focal plane and in-front of the nano head before performing any experiments as it could damage the pendulum or microscopes if the sample stage was in the sample plane in front of the nano head or focal plane but in front of microscope.

d. Whenever the indenter was changed, care was taken in order to keep indenter tip, pendulum and four stainless steel leaf springs inside the pivot of the pendulum safe.

### 3.6.1.2 Calibrations and Maintenance Checks

Errors in measurements can arise due to improper calibrations. These errors can produce incorrect results. These calibration and maintenance checks include; load and depth calibration, frame compliance, diamond area function determination, cross-hair calibration, bridge box adjustment, pendulum test, sample stage calibration and noise level tests. These were performed periodically as per the instructions in the user manual of the machine. The periodic calibration and maintenance checks are provided in Table 3.2.
<table>
<thead>
<tr>
<th>Calibrations/Checks</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge box calibration and Pendulum test</td>
<td>Each time when started</td>
</tr>
<tr>
<td>Zero load calibration</td>
<td>Between 1 to 3 for each measurement</td>
</tr>
<tr>
<td>Cross-hair calibration</td>
<td>Every 2 months</td>
</tr>
<tr>
<td>Load calibration</td>
<td>Every 3 months</td>
</tr>
<tr>
<td>Depth calibration</td>
<td>Every week or when indenter changed</td>
</tr>
<tr>
<td>Frame compliance</td>
<td>stage components dismantled</td>
</tr>
<tr>
<td>Diamond area function</td>
<td>Every 3 months or if indenter renewed</td>
</tr>
<tr>
<td>Noise level/signal display</td>
<td>As required</td>
</tr>
</tbody>
</table>

Table 3-2: Frequency of calibration and maintenance checks.

3.6.1.3 Miscellaneous Factors Influencing Errors

In addition to the calibrations and maintenance checks, there are additional influencing factors that can lead to misleading results. These factors are discussed below.

(a)  Thermal drift

Thermal drift results from changes in the dimensions of the instrument due to thermal expansion or contraction of the apparatus. Thermal drift becomes important for small indentations made over long periods of time at varying temperatures and this effect appears in the data as an apparent displacement of the specimen. For example when an indenter tip is brought into contact with a specimen at a different temperature, a thermal drift effect can occur. If there is a slow decrease in temperature of the specimen, the measured depth will gradually increase causing a decrease in the contact hardness. The contact elastic modulus will also decrease due to an increase in depth if the temperature falls during the loading period, only however, if temperature decreases during the unloading part as well, the withdrawal
of the indenter will be slower resulting in a higher contact modulus (Mencik and Swain 1995).

Thermal stability is important when performing nanoindentation tests on polymers as variations can affect the extracted properties. In this study, although the temperature inside the room and cabinet were controlled and experiments were performed at constant temperature, there was still the possibility of thermal drift as the experiments were performed for long periods of dwell time. Therefore, the DSI machine was tested for thermal drift. Experiments were carried out with a 20 mN maximum load and 0.5 mN/sec loading and unloading rates by making multiple (three) indentations to 20 mN load and unloading to 2 mN followed by loading to 20 mN and holding for 300 sec and then to 90 % unloading and holding for 90 sec to investigate thermal drift. The average value of drift rate for all experiments remained insignificant. Also, for Nano Test 600, thermal drift was only available to be calculated at 90 % unloading and not during loading and dwell periods and as the material under investigation was polymer that shows creep under loading and remarkable recovery during unloading so factor of thermal drift effect was ignored for all the subsequent experiments.

(b) Surface Roughness

The current SL polymers are limited in surface roughness by the layer thickness and type of resin used. Other factors such as laser profile, laser overcure depth, and build profile, also affect the surface roughness. It is widely acknowledged that the smoothest surface finish is on the top layer while side surface is affected by the layer steps and the bottom surface by the supports. Typical values of roughness, $R_a$, range between 0.325 to 1.83 µm for top side, 2.68 to 4.25 µm for bottom side and 2.25 to 8.5 µm for the side surface, however, these values are just a guideline as they may vary with layer thickness, type of resin and build parameters. Post-manufacture processing techniques such as sanding and polishing are widely used to reduce the surface roughness effects in the SL manufactured parts.
This roughness of the surfaces can cause errors in determining the area of contact between the indenter and the specimen. This effect becomes more pronounced for small loads and shallow depths where the effective contact area will be smaller. Attempts to reduce surface roughness effects include the use of an imaging technique such as AFM to characterise surface roughness by measuring asperity height and its spatial distribution across the surface and then to introduce a correction in depth (Lai and Bakker 1995). The surfaces can be polished to reduce the surface roughness effects. However, caution should be taken with polishing as it can modify the surface properties. In this research, polishing technique was not considered as it could affect the moisture diffusion ability of the material leading to influence the results of effect of moisture on mechanical properties of specimen near the surface at various moisture levels. The selected testing parameters for DSI tests in this research gave approximately 4.3 µm maximum depth at 33.5 % RH that increased to 10.8 µm at 84.5 % RH at 20 mN maximum load. The DSI tests were performed on the side surface that could lead to surface roughness effects on the calculation of properties, however, measurements from the tests showed repeatability in the results and thus the factor of surface roughness was not considered in this research work.

(c) Initial Penetration Depth

The indentation experiment starts with the indenter making initial contact with the specimen surface. This initial contact is vital because the contact point determines the datum for the displacement measurement. Although, initial contact is made using the smallest obtainable force \( P_i \) of the instrument, there is always some small amount of indenter penetration \( h_i \). Hence, this initial penetration depth should be added, especially for low load indentations, to all subsequent depth readings, i.e.

\[
h' = h + h_i \tag{3.2}
\]

where ‘h’ is the recorded depth, \( h_i \) the initial penetration depth and ‘\( h' \)’ is the corrected value of the penetration depth. For a moderately hard and stiff material and
for maximum loads over 10mN, the initial penetration correction will make only a few percent differences to the measured indentation hardness and modulus and thus can be neglected (Fischer-Cripps 2006).

In the present work, $P_i$ was kept constant at 0.05 mN for all experiments which corresponded to negligible values of $h_i$. Since this value of $h_i$ was insignificant (3 to 5 nm) compared to the measured contact depth (4.3 µm), the effect of initial penetration depth could be safely ignored.

**Effect of the Shape of the Impression**

When contact involves plastic deformation, the material may either sink in, or pile up around the indenter, leading to a decrease or increase in the actual area, respectively. This effect of shape of impression can cause a significant effect on the calculated values of contact modulus and contact hardness. In most studies, this effect has been studied using a microscope or profilometer (Mencik and Swain 1995). However, methods of analysing of pile-up/sink-in behaviour that do not require physical measurement of the contact area have also been investigated (Cheng and Cheng 1998; Taljat et al. 1998; Cheng and Cheng 2000).

To date the OP method remains the most popular procedure for analysing indentation data. However, this method does not account for pile up. Hence, the imaging technique is a popular method to determine the pile up, which can then be used to modify the hardness and modulus values. In a recent study of the SL resin; SL7580 (Vora et al. 2007), it was found that for loads of 50 mN and less, with the Berkovich indenter, the piling-up effect was insignificant. In this study, AFM was used to measure the pile area and the subsequently corrected contact area was used to calculate values of indentation hardness and modulus. However, these corrections changed hardness by 2.79 % and modulus by 2.47 % only when compared to these values calculated using the OP method. Since, the current investigated material; Accura 60, is quite similar to SL 7580 the piling-up factor was not taken into account in the data analysis.
3.6.2 DSI Tests

3.6.2.1 Investigation of VE/VP Behaviour

When performing a standard load-unload test on polymers, a common source of error in analyzing the test results is the assumption that unloading can be considered as elastic. The time dependent deformation of polymers can lead to errors in conventional calculations of hardness and modulus from the initial part of unloading in load-depth curve. Hence, a series of experiments were performed on Accura 60 to investigate the VE/VP behaviour and to minimise the time dependency during the initial part of unloading in order to use the OP method for data analysis. These experiments were performed on dry samples taken from desiccator using different combinations of loading rates, unloading rates, dwell periods at 20 mN maximum loads. Each parameter was varied in turn while keeping the others constant. These experiments were carried out with the chamber controlled at 22.5 °C and 33.5 % RH. Five indentations, at 150 μm spacing, were performed to obtain average values for hardness and modulus using the OP method discussed in section 2.6.4.1. Results from these experiments are shown in Chapter 4.

3.6.2.2 Investigation of the Effects of Relative Humidity

In order to investigate the effects of various relative humidities on the mechanical properties of Accura 60 samples, and their comparison with tests at ambient, the same experimental parameters were used that were reduced creep effects during the study of VE/VP effects as discussed earlier in section 3.6.2.1. Prior to use of the HCU for testing the Accura 60 samples, it was necessary first to check the correct functioning of the DSI system under the range of humidity under investigation. This was done by carrying out DSI tests on fused silica samples at 33.5 % RH and 84.5 % RH at 1 mN, 20 mN and 50 mN loads. The results showed that the measured mechanical properties were not significantly altered (maximum change less than 3.5 %) on exposure to a humid environment, confirming that data are not significantly affected by the use of HCU.
Tests were carried on two types of conditioned samples as discussed below.

(a) **Preconditioned Samples**

Samples stored at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH in flasks, were tested at 33.5 % RH inside the chamber every 24 hours for five days. To maintain uniformity in the experiments, each sample was tested within half an hour of removal from the flask. Five indentations, at 150 μm spacing, were performed to obtain average values for hardness and modulus using the OP method. These tests were carried out at 0.5 mN/sec loading and unloading rates with 300 sec dwell at 20 mN maximum load. Results from these experiments are shown in Chapter 4.

(b) **Samples Conditioned by the HCU**

The conditioning of samples inside the DSI chamber can be carried out by regulating the RH to any value between 20 and 95 % RH using the HCU. Figure 3.5 shows the various elements of the HCU unit. The HCU consists of an ultrasonic humidifier, a dehydration unit and a control box with humidity sensors. The control box has two humidity indicators mounted on it. Auxiliary components like probes and fans are connected to it through electrical cables. Required values for RH can be set through it. The ultrasonic humidifier consists of a humidifier and circulating fan. When the RH in the chamber falls below the set value, a relay is activated that switches on the humidifier and circulating fan and brings back the RH to the desired level inside the chamber. Once this level is reached, the fan and humidifier turn off automatically. The dehydration unit consists of a polycarbonate box containing several layers of desiccant and a circulating fan. When the RH in the chamber goes above the desired level, the humidity control unit activates the fan, thus circulating moist air over the desiccant. The dried air is then returned to the machine cabinet.

In this research, the HCU was used for conditioning of samples and maintaining the desired RH while testing. Dry samples, stored in a desiccator, were conditioned for five days in the DSI chamber at 33.5 %, 53.8 %, 75.3 %, and 84.5 % RH and tested
every 24 hours. For comparison with the samples preconditioned in flasks, the testing parameters were kept the same. Five indentations, at 150 μm spacing, were performed to obtain the average values for hardness and modulus using the OP method. Results from these experiments are shown in Chapter 4.

(a) Humidifier  
(b) Dehydration unit

(c) Nozzle that introduces moisture inside the chamber

Figure 3.9. Pictures of humidity control unit parts.
3.6.2.3 Effect of Drying on the Properties of Conditioned Samples

In polymers, moisture absorption can lead to a wide range of effects, both reversible and irreversible. In order to check the reversibility of the effects of moisture on the mechanical properties of Accura 60, samples conditioned at 84.5 % RH for five days were kept at 33.5 % RH inside the DSI chamber for ten days and tested periodically to investigate any recovery in the mechanical properties. The five indentations, at 150 μm spacing, were performed to obtain the average values for hardness and modulus using the OP method. Results from these experiments are shown in Chapter 4.

3.7 Summary

Moisture diffusion and mechanical properties of SL resin Accura 60 have been experimentally determined. The behaviour was studied at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH. A fixed temperature of 22.5 °C was used for all the experiments. Two sets of experiments were performed. Bulk tests were carried to obtain material constants for subsequent numerical modelling while DSI tests were carried out to investigate the micron scale mechanical properties.

Gravimetric experiments were carried out to find moisture diffusion behaviour. Samples were conditioned in glass flasks using saturated salt solutions. Bulk mechanical properties were also carried out at same environments by performing tensile, compressive and creep tensile tests. Results from these bulk tests were used to define material model parameters for FE analysis of indentation behaviour.

The main advantage of DSI over standard mechanical testing methods is that only a small amount of material is required and, hence, properties can be spatially resolved. In order to correctly operate the DSI system, necessary maintenance and calibration
checks are required. Additionally, there are other influencing factors, such as thermal drift, surface roughness, shape of indent, that can lead to misleading results and need appropriate attention. In the current research, the DSI technique was used to investigate the rate dependent indentation behaviour of a SL resin at the micron scale. The technique was also employed to understand the effects of the level of moisture in the environment on the mechanical properties of a polymer. Samples for DSI tests were conditioned using two methods. One set of samples was preconditioned in flasks using saturated salt solutions and tested periodically at ambient environment while the other set of samples was conditioned in the DSI chamber using the HCU and tested periodically under a HCU controlled environment. Finally, in order to investigate the recovery of properties, preconditioned samples were stored at 33.5 % RH for 10 days and periodically tested. Results from these experiments are shown in Chapter 4, while the use of the material parameters extracted from the bulk tests for FE modelling is discussed in Chapter 5.
4.1 Introduction

Results from the experiments described in Chapter 3 are presented in this chapter. The experiments consisted of two types; bulk testing and depth sensing indentation (DSI) testing. Bulk testing consisted of moisture diffusion tests and mechanical characterisation tests. The results of the moisture uptake experiments are given in section 4.2, together with the analytical models used to characterise the diffusion of moisture in the stereolithography (SL) resin. The selected analytical model was incorporated into a finite element (FE) model for moisture prediction. Moisture dependent mechanical characterisation was carried out in order to determine the effect of moisture on the mechanical properties. These tests included uniaxial tensile, compressive and creep tensile tests and their results are given in section 4.3. Results from these bulk mechanical tests are used in defining the moisture dependent material model used in the FE analysis. The second type of testing involved DSI to investigate the viscoelastic (VE) and viscoplastic (VP) deformation of the resin at a micron scale. Experiments were carried out at various relative humidities in order to understand the effects of moisture on the near surface mechanical properties. The results are presented in section 4.4. Finally, results showing the effects of drying the moisture saturated samples and the subsequent recovery in the mechanical properties are presented.

4.2 Gravimetric Testing

Results from the gravimetric moisture uptake tests and diffusion modelling are discussed in this section.
4.2.1 Moisture Absorption at Various Relative Humidities

Moisture absorption in SL resins can be characterised by the equilibrium moisture content, $M_\infty$, at various relative humidities. Moisture absorbed at time ‘t’, $M_t$, can be calculated as:

$$M_t (wt\%) = \frac{w_{wet} - w_{dry}}{w_{dry}} \times 100 \quad (4.1)$$

where $w_{wet}$ is the weight of a moist sample and $w_{dry}$ is its dry weight. Equation 4.1 is used to calculate the moisture uptake at specific measurement periods, up to 720 hours. In the current study, the equilibrium moisture uptake, $M_\infty$, is defined when negligible changes in the sample weight are recorded.

Figure 4.1 shows the plot of equilibrium moisture uptake as a function of relative humidity (RH). Data from five samples for each environment was used to get the average readings. The variation of data remained below ±1 %. The data shows an initial linear trend (dashed trend line) during low % RH that deviates at higher % RH. However, dotted trend line better describes the relation with initial linear trend changing to the asymptotic (logarithmic decrease) trend at higher % RH between equilibrium moisture and the relative humidity.

A comparison of moisture uptake in the SL resin samples at four different RH can be seen in Figure 4.2, which plots the relation between ($M_t$, wt %) and ($\sqrt{t}/b$), where $M_t$ is the weight percentage of absorbed moisture at time $t$ and $b$ is the specimen thickness. The experimental curves shown are the average of readings from five samples for each environment.
The relative humidity has a significant effect on the moisture uptake, as shown in Figure 4.2. It can be seen that samples at higher values of RH absorb more moisture, more quickly. The initial slope of the uptake curves is less steep at low RH and the equilibrium quantity of moisture absorbed is also lower. All the curves show an initially fast absorption rate that slows as equilibrium is reached. Similar trends have been reported in on similar SL materials (Altaf et al. 2011b). This aspect of the investigation has confirmed the extent of the hygroscopy in SL materials.
4.2.2 Modelling of Moisture Diffusion

In addition to equilibrium moisture content, moisture absorption in SL resins is also characterised by the diffusion coefficient, D, which can be calculated from the plots of moisture uptake against the square root of time. The diffusion coefficient \( (D) \) may be determined from the initial slope of an \( (M_t/M_e) \) vs. \( (\sqrt{t/b}) \) graph, where ‘b’ is sample thickness, and hence it is useful to plot experimental results from moisture diffusion experiments in this form. Equations of various models detailed in section 2.4.4 can be used to characterise moisture diffusion in polymers. However, in a recent study, it was found that SL resins followed Fickian diffusion only during the initial uptake, while a dual Fickian model predicted a better fit to the full experimental data (Altaf et al. 2011b). Therefore, both Fickian and dual Fickian analytical models are applied in this work to predict the experimental moisture
diffusion data and select the most suitable diffusion model for use in the numerical modelling. The parameters of the analytical moisture diffusion models were determined by curve fitting the diffusion models given in equations 2.20 and 2.24 to the experimental data. The curve fitting technique was carried out in MathCAD, (PTC, Needham, MA, USA), using the least square curve fitting technique available in the software. The best fit values of diffusion parameters for the Fickian and dual Fickian models at various RH are given in Table 4-1.

<table>
<thead>
<tr>
<th>Relative Humidity</th>
<th>33.5 %</th>
<th>53.8 %</th>
<th>75.3 %</th>
<th>84.5 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fickian model parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_\infty$ (wt.%)</td>
<td>0.937</td>
<td>2.118</td>
<td>3.187</td>
<td>3.335</td>
</tr>
<tr>
<td>$D$ (cm$^2$/s)</td>
<td>9.772x10^{-8}</td>
<td>8.535x10^{-8}</td>
<td>7.541x10^{-8}</td>
<td>6.937x10^{-8}</td>
</tr>
<tr>
<td>Dual Fickian model parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_1\infty$ (wt.%)</td>
<td>0.763</td>
<td>1.467</td>
<td>1.646</td>
<td>1.211</td>
</tr>
<tr>
<td>$M_2\infty$ (wt.%)</td>
<td>0.275</td>
<td>0.729</td>
<td>1.437</td>
<td>2.209</td>
</tr>
<tr>
<td>$D_1$ (cm$^2$/s)</td>
<td>6.019x10^{-8}</td>
<td>6.725x10^{-8}</td>
<td>7.263x10^{-8}</td>
<td>9.743x10^{-8}</td>
</tr>
<tr>
<td>$D_2$ (cm$^2$/s)</td>
<td>3.314x10^{-8}</td>
<td>4.176x10^{-8}</td>
<td>5.682x10^{-8}</td>
<td>6.754x10^{-8}</td>
</tr>
</tbody>
</table>

Table 4-1: Fickian and dual Fickian model constants for 4mm thick Accura 60 samples at various relative humidities.

Figure 4.3 [(a) to (d)] shows the comparison of curve fitting the Fickian and dual Fickian diffusion models to the experimental results at various humidities. It is obvious from these figures that, although, the Fickian model adequately fits the early stages of water uptake, it provides a poor fit to the data above 50-70 % of the equilibrium uptake. It can also be seen that the best Fickian fit is for 33.5 %RH, which was the environment under which samples absorbed least moisture. The poor fits can be attributed to the occurrence of second phase of diffusion that is more prominent at higher % RH. This type of moisture uptake, that has a Fickian-like shape but approaches equilibrium more slowly than predicted by the Fickian model, is sometimes termed pseudo-Fickian behaviour (Crank 1979) and is quite common in epoxy resins (Wahab et al. 2001). Therefore, the dual Fickian model was fitted to the
experimental data and provided an excellent fit to the experimental data at all environments, as shown in Figure 4.3 (a) to (d).

Other models described in section 2.4 can also be fitted to the data, however, the dual-Fickian model is useful as it is quite straightforward to implement in a finite element based coupled stress-diffusion analysis (Loh et al. 2005). Therefore, the dual Fickian model was used in the present work to predict diffusion behaviour numerically using the FE method. This method of analysis enables the ageing behaviour of RM components of virtually any geometry and boundary condition to be accurately modelled.

(a) 33.5% RH
(b) 53.8% RH

(c) 75.3% RH
To summarise, the experimental moisture uptake data for 4 mm thick bulk samples was fitted to certain diffusion analytical models. The Fickian diffusion model was not able to fully characterise the moisture absorption, however, the dual Fickian model provided a good fit to the data under all conditions. Thus the dual Fickian diffusion model will be used to predict the absorption in the SL resins at various moisture conditions. Further details on implementation of this model in FEA, its predictions and comparison with analytical modelling are provided in Chapters 5 and 6.

Figure 4.3: Fickian and dual Fickian model fits to experimental data at various environments using Accura 60.
4.3 Bulk Mechanical Properties

4.3.1 Tensile Test Properties

Tensile stress vs. strain curves for the Accura 60 samples preconditioned in various environments for 720 hours and tensile tested at 0.1 mm/min at 22.5 °C (±1 °C) and 35% RH (±2 variation in RH) are shown in Figure 4.4. Plots are an average of results obtained after repeating five similar tests at each moisture condition with variation less than ±3 % in the curves along Y-axis and less than ±2 % along the X-axis. These five stress-strain curves for each % RH environment are shown in the Appendix-1 that highlights good repeatability of measured data. It can be seen in Figure 4.4 that the absorbed moisture has affected the tensile stress-strain behaviour of the samples by decreasing the ultimate tensile strength and increasing the elongation at break. Samples showed relatively brittle behaviour at low % RH while considerable plastic strain is seen at high %RH environments.

![Figure 4.4: Moisture dependent tensile stress-strain curves for Accura 60 samples after 720 hours conditioning at various relative humidities.](image-url)
The effect of moisture absorption on the tensile elastic modulus ($E_t$) and tensile yield ($\sigma_{ty}$), as determined from the tensile tests, can be seen in Figures 4.5 and 4.6, respectively that plot $E_t$ and $\sigma_{ty}$ as functions of conditioning time for various environments with ±3% error. A decrease in $E_t$ with increasing moisture absorption is observed.

A similar trend was observed in $\sigma_{ty}$, where an increase in moisture content decreased the $\sigma_{ty}$. It is interesting to see that values of both $E_t$ and $\sigma_{ty}$ are relatively insensitive to conditioning time at 33.5 % RH, which indicates that the saturated moisture content at 33.5 % RH at 22.5 °C has negligible effect on the mechanical properties. However, at 75.3 % and 84.5 % RH, the values of $E_t$ and $\sigma_{ty}$ decrease significantly with conditioning time. This trend highlights an increase in surface moisture concentration with an increase in conditioning time. The rates of change in $E_t$ and $\sigma_{ty}$ decrease with time as the surface layers reach an equilibrium moisture content.
Figure 4.5: Tensile elastic modulus as a function of moisture conditioning time at various RH.

Figure 4.6: Tensile yield as a function of moisture conditioning time at various RH.
The mechanical properties calculated from these tensile tests were used in FE models to define the elastic-plastic properties of the material at various RH. Further details on the use of the tensile test data in numerical modelling are provided in Chapter 5.

4.3.2 Compressive Test Properties

Compressive stress vs. strain curves for Accura 60 samples preconditioned in various environments for 720 hours and tested under a uniaxial compressive load at 0.1 mm/min at 22.5 °C (±1 °C) and 35% RH (±2 RH) are shown in Figure 4.7. The plots in Figure 4.7 are an average of results obtained after repeating tests on five specimens at each moisture condition with variation of less than ±4 % in curves along Y-axis and ±2 % along X-axis. It can be seen that absorbed moisture has affected the compressive stress-strain behaviour of the samples by decreasing the compression yield and compressive strength and increasing the plastic strain.

![Figure 4.7: Moisture dependent compressive stress-strain curves under compressive load for Accura 60 samples after 720 hours conditioning at various RH.](image-url)
If we compare stress-strain curves under compression (Figure 4.7) with tension (Figure 4.4), we find a significant difference between the compression yield and tensile yield that can be attributed to hydrostatic stress sensitivity in the material. Also, the plastic strain is increased significantly under compression. This increase in plastic strain under compression may be due to the absence of necking that causes instability under tension. It can be seen that the values of compressive elastic modulus, $E_c$, and compressive yield, $\sigma_{cy}$, are relatively insensitive to conditioning time at 33.5 % RH, which indicates that the saturated moisture content at 33.5 % RH at 22.5 °C has negligible effect on the mechanical properties as shown in Figures 4.8 and 4.9. However, at 75.3 % and 84.5 % RH, the values of $E_c$ and $\sigma_{cy}$ decrease significantly with conditioning time. This trend highlights an increase in surface moisture concentration with an increase in conditioning time. The rates of change in $E_c$ and $\sigma_{cy}$ decrease with time as the surface layers reach an equilibrium moisture content. Also, when we compare Figures 4.5 and 4.6 with Figures 4.8 and 4.9 respectively, we find that values of modulus and compressive yield for Accura 60 material at same RH and conditioning time under compression are higher than in tension indicating the hydrostatic stress sensitivity of the Accura 60.

![Figure 4.8: Elastic modulus as a function of moisture conditioning time at various RH under uniaxial compressive testing.](image-url)
Figure 4.9: Compressive yield as a function of moisture conditioning time at various RH.

The mechanical properties calculated from the compressive tests were used in FE models to define the elastic-plastic properties of the material at various environments. Further details on the use of the test data in the numerical modelling are provided in Chapter 5. In order to investigate rate dependent deformation effects in the material, tensile creep tests were also performed and the results are described in the next section.

4.3.3 Creep Test Properties

Tensile creep test samples preconditioned at 33.5 % RH were tested after 4, 8, 12, 24 hrs conditioning, and then every 24 hours for up to 720 hours conditioning time. Figure 4.10 shows creep curves from the standard creep tensile testing of Accura 60 samples, preconditioned for 720 hours at 33.5 % RH, at various applied loads, with
temperature and moisture held constant at 22.5 °C (±1 °C) and 35% RH (±2 RH) respectively. In all cases, the applied load was removed during the secondary creep region after 2500 sec hold time. Each creep curve shows an initial instantaneous strain followed by primary creep, which is characterized by a decreasing strain rate, and secondary creep, which is characterized by a constant strain rate. It can be seen that an increase in applied stress causes an increase in the strain and strain rate. For each level of stress, true strain vs. time was plotted and the steady-state creep rate $\dot{\varepsilon}_{ss}$ was calculated from the slope of the best-fit line in the secondary creep region as:

$$\dot{\varepsilon}_{ss} = \frac{\Delta \varepsilon}{\Delta t}$$

(4.2)

Figure 4.10. Tensile creep curves for samples preconditioned at 33.5 % RH for 720 hours and tested at 22.5 °C at 35 % RH (± 2 % RH) at various loads.
The slope from plot of log (\(\dot{\varepsilon}_{ss}\)) against log (\(\sigma\)), as shown in Figure 4.11, was used to find the creep power law constants ‘m’ and ‘n’ from the following equation:

\[
\dot{\varepsilon}_{ss} = A\sigma^m
\]  

(4.3)

Curve fitting of the plot gives the creep power law constants, \(m= 4.125\) and \(A=1.7e^{-12}\) in this case.

![Graph showing log (\(\dot{\varepsilon}\)) against log (\(\sigma\)).](image)

\(y = 4.1254x - 11.769\)

**Figure 4.11.** Determination of tensile steady state creep constants of samples preconditioned for 720 hours at 33.5 % RH and tested at 22.5 °C and 35 % RH (±2 % RH) testing environment.

Similarly, creep tests were performed on samples preconditioned for 720 hours at 53.8 %, 75.3 % and 84.5 % RH at the same applied loads. Figure 4.12 shows a comparison of creep curves for samples preconditioned at various RH and tested at 50 MPa after 720 hours conditioning. It can be seen that preconditioning to higher RH has significantly influenced the creep, resulting in an increase in instantaneous
strain, total strain and strain rate. This comparison shows that preconditioning at higher % RH results in higher absorbed moisture content, resulting in a decrease in resistance to the applied load and hence causing an increase in the creep strain.

A method similar to the one discussed for the samples preconditioned at 33.5 % RH was used to calculate the creep constants at various RH every 24 hours. Table 4-2 summarizes the values of creep constants at various RH and times. It shows that the empirical constants, ‘A’ and ‘m’, of the creep power law stay almost same at 33.5 % RH while they increase with an increase in conditioning time at higher % RH. These constants calculated from the creep tensile tests were used in the FE model to define the rate dependent deformation effects at various RH. Further details are provided in Chapters 5 and 6.
### Table 4-2: Creep power law constants at various % RH after periodic conditioning.

<table>
<thead>
<tr>
<th>Relative Humidity</th>
<th>33.5 %</th>
<th>53.8 %</th>
<th>75.3 %</th>
<th>84.5 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>m</td>
<td>A</td>
<td>m</td>
</tr>
<tr>
<td>240 hrs</td>
<td>1.69e-12</td>
<td>4.143</td>
<td>5.12e-10</td>
<td>4.637</td>
</tr>
<tr>
<td>480 hrs</td>
<td>1.24e-12</td>
<td>4.092</td>
<td>6.701e-8</td>
<td>4.773</td>
</tr>
<tr>
<td>720 hrs</td>
<td>1.7e-12</td>
<td>4.125</td>
<td>7.117e-7</td>
<td>4.848</td>
</tr>
</tbody>
</table>

#### 4.4 DSI Tests

The DSI technique faces various challenges when employed on polymers due to their time dependent deformation. This section discusses DSI experimental results from experiments when on SL resin Accura 60. It is subdivided into three parts. The first part shows the results of techniques to extract pseudo time-independent mechanical properties, such as hardness and elastic modulus, where time dependency is minimized during unloading. The second section shows the results of experiments carried on preconditioned and HCU conditioned samples. Finally, results from experiments investigating effects of drying on mechanical properties are presented. Analysis of the DSI data to extract time dependent material properties is discussed in Chapter 7.

##### 4.4.1 Investigation of Rate Dependent Effects

Figure 4.13 shows load vs. displacement plots for dry samples tested at 33.5 % RH with a maximum load of 20 mN for different loading rates. The unloading rate was kept constant at 0.5 mN/sec and no dwell period was introduced. It can be seen that the maximum indentation depth increases with decrease in loading rate and that faster loading produces a more pronounced ‘nose’ or ‘bowing’ effect in the initial segment of the unloading curve. This ‘nose’ effect at fast loading rate is because the polymer has less time to reach an equilibrium stress state, and hence, the back stress is higher, resulting in a higher rate of deformation during the start of unloading. This
‘nose’ effect results in an initial negative gradient to the unloading curves, which means that the calculation of elastic modulus and plastic depth using the OP method is meaningless.

![Graph](image)

**Figure 4.13**: Load-depth plots for dry samples tested at 33.5 % RH at various loading rates with no dwell period and unloading rate of 0.5 mN/s.

Figure 4.14 shows the values of indentation hardness and modulus calculated using the OP method with the load-depth plots in Figure 4.13. It can be seen that the values are highly dependent on the loading rate due to the viscoelastic-plastic (VE-P) deformation. Therefore, the assumption that unloading is elastic during the initial portion of the unloading curve is incorrect and this creep behaviour needs to be accounted for before extracting meaningful mechanical characterization parameters.
Figure 4.14. Comparison of indentation hardness and modulus of dry samples with various loading rates, no dwell period, 0.5 mN/sec unloading rate and 20 mN maximum load.

Figure 4.15 shows the effect of unloading rate when the loading rate was kept constant at 0.5 mN/sec. It can be seen that the samples demonstrate significant creep behaviour when unloaded at lower rates. Hence, fast unloading is required to minimise the time dependent effect.
Figure 4.15. Load-depth plots for dry samples tested at 33.5 % RH at 0.5 mN/sec loading rate with no dwell period and various unloading rates.

Figure 4.16 shows load-depth plots for loading and unloading rates of 0.5 mN/sec with 0 sec, 120 sec, 180 sec, 300 sec and 600 sec dwell times at 20 mN maximum load. It can be seen that the bowing effect decreases with an increase in dwell time. The gradient of the initial segment of the unloading curve remains approximately the same with dwell periods greater than 300 sec.
Values of H and E calculated after different hold periods are shown in Figure 4.17. It can be seen that lower hold times result in higher values of indentation modulus and hardness. However by applying a suitable dwell period, the VE-P effects during unloading can be minimized and hence indentation modulus, $E_e$, can be related to the elastic component of deformation and indentation hardness, $H_e$, to the mean pressure under the indent at equilibrium deformation, when creep has stopped. Whilst these two values don’t fully characterise the complex time dependent mechanical behaviour of the polymers, they do allow meaningful comparisons to be made of the effect of moisture on the mechanical performance of the material, which is the main subject of this research work.
Figure 4.17. Comparison of indentation hardness and modulus of dry samples with 0.5 mN/sec loading rate, various dwell periods at 20 mN load and 0.5 mN/sec unloading rate.

Hence, on the basis of the above results related to the investigation of VE/VP effects in Accura 60 when indented, 0.5 mN/sec loading and unloading rates with a 300 sec dwell time and 20 mN maximum load were the selected parameters for the experiments to investigate the effects of moisture at various relative humidities and the results are shown in the next section.

4.4.2 Investigation of Effects of Relative Humidity

4.4.2.1 Preconditioned Samples Tested at 33.5 % RH

Figure 4.18 shows a comparison of load-depth plots for samples preconditioned for 24 hours at different relative humidities and tested at 33.5 % RH in the DSI chamber.
These are the average curves from five repeated tests while five curves for each test at various % RH are shown in Appendix-2 describing excellent trend of data repeatability. It can be seen that maximum indentation depth increases with increasing RH. The increase in penetration depth at higher % RH can be attributed to the absorption of more moisture by the polymer. This absorbed moisture weakens the intermolecular forces in the polymer resulting in a decrease in the glass transition temperature (T_g) and, hence, a decrease in resistance to indentation (Ashcroft and Spinks 1996; Gaofei et al. 2004; Bell and Bielinski 2008).

![Load-depth plots of samples preconditioned under various environments for 24 hours and tested at 33.5% RH.](image)

Figure 4.18. Load-depth plots of samples preconditioned under various environments for 24 hours and tested at 33.5% RH.
Figure 4.19 shows the load displacement plots for samples preconditioned at 84.5 % RH for five days and tested every 24 hours in the DSI chamber at 33.5 % RH and 22.5 °C. It can be seen that penetration depth increases with an increase in conditioning time. This trend highlights an increase in surface moisture concentration with an increase in conditioning time. The first 24 hours conditioning gives rapid decrease in the indentation resistance owing to the fast initial absorption due to the high moisture concentration gradient. The rate of increase in penetration depth decreases with time as the surface layers reach equilibrium moisture content.

![Graph showing load displacement plots for samples](image)

**Figure 4.19.** Comparison of load-depth plot for samples initially dry with those preconditioned for five days at 84.5 % RH and tested every 24 hours at 33.5%RH.

Figures 4.20 and 4.21 show plots of hardness, $H_e$, and indentation modulus, $E_e$, as function of conditioning time for various environments. It is interesting to see that values of both $E_e$ and $H_e$ are relatively insensitive to conditioning time at 33.5 % RH, which indicates that the saturated moisture content at 33.5 % RH at 22.5 °C has only
a modest effect on the mechanical properties. However, at 75.3 % and 84.5 % RH, the values of E_c and H_c decrease significantly with conditioning time. This trend highlights an increase in surface moisture concentration with an increase in conditioning time. The rates of change in both E_c and H_c also decrease with time as the surface layers reach equilibrium content.

Figure 4.20. Indentation hardness as function of time after pre-conditioning at various relative humidities and testing at 33.5 % RH.
Figure 4.21: Indentation modulus as function of time after pre-conditioning at various relative humidities and testing at 33.5 % RH.

### 4.4.2.2 Samples Conditioned & Tested at Various RH

Figure 4.22 shows load-depth plots for samples conditioned for 24 hours at various relative humidities by regulating RH using the humidity control unit (HCU) in the DSI chamber and testing at the same controlled RH. It can be seen that the maximum indentation depth increases with an increase in % RH, with samples at 84.5 % RH showing the maximum penetration. The rising RH in the environment increases the absorbed moisture concentration in the sample surface and thus influences the resistance to indentation, as discussed in section 4.4.2.1.
Figure 4.22. Load-depth plots for samples conditioned by HCU for 24 hours under various % RH and tested under the same conditioning environment.

Figures 4.23 and 4.24 show plots of calculated $H_e$ and $E_e$ as functions of conditioning time for various environments. Values of both $E_e$ and $H_e$ are, again, not significantly affected by conditioning time at 33.5 % RH while at 75.3 % and 84.5 % RH, their values decrease significantly with the conditioning time.
Figure 4.23. Indentation hardness as function of time after conditioning and testing under various relative humidities regulated by HCU.

Figure 4.24. Indentation modulus as function of time after conditioning and testing under various relative humidities regulated by HCU.
Comparison of Figures 4.18 and 4.24 shows that penetration depth for a given time and RH is greater for the samples conditioned and tested in the same environment than for the preconditioned samples tested at 33.5 % RH. The exception being the samples conditioned at 33.5 % RH which show similar results for both conditioning methods, as would be expected. This observation can be seen more clearly in Figures 4.25 and 4.26, which shows that the values of $H_e$ and $E_e$ for a given conditioning environment are greater for the preconditioned samples. This is because for the preconditioned samples, tests were at a lower RH than the conditioning environment, resulting in desorption of some of the moisture from the sample surface during the period of the test. Even though the testing was conducted as quickly as possible after removal from the conditioning environment, the effect is quite significant, especially at high RH. This result indicates that at least some of the effect of moisture on indentation resistance is reversible. This is investigated further in the next section.

![Comparison of indentation hardness of samples conditioned for five days in flask and tested at 33.5 % RH with samples conditioned for five days and tested under various % RH regulated by HCU.](image-url)
4.4.3 Investigation of Effects of Drying on Indentation Behaviour

Figure 4.27 compares load-depth plots for samples that were conditioned at 84.5 % RH for 5 days and tested in the same environment with samples conditioned for 5 days at 84.5 % RH and then conditioned for 10 days at 33.5 % RH inside the chamber and retested periodically. It can be seen that the maximum indentation depth decreases with drying time, indicating a recovery of the polymer properties and reversal of the effects of moisture.
Figure 4.27. Comparison of load-depth plot for samples initially dry with those conditioned for five days at 84.5 % RH and tested at 84.5%RH and with samples conditioned for 5 days at 84.5%RH and followed by conditioning at 33.5%RH.

Figure 4.28 shows a comparison of $E_e$ and $H_e$ values for these samples before and after drying. It is apparent from the plots that the drying process has substantially recovered the mechanical properties of the Accura 60 samples. In the initial period, the recovery is fast, reducing as equilibrium of moisture concentration between the sample surface and the environment is reached. After 10 days storage in ambient, the average recovery in hardness was 68.43 % and in modulus 76.12 %. Recovery of these mechanical properties on drying can be attributed to reversible changes in AM polymers on removal of the moisture, which has been noted previously for epoxy based polymers (Mubashar et al. 2009, 2010).
4.5 Summary

The results of the experimental programme were presented in this chapter. The moisture uptake behaviour of the bulk samples of SL resin under various RH was observed and it showed that both diffusion constant, $D$, and saturated moisture content, $M_\infty$, had a RH dependence, with $M_\infty$ showing an increase with higher % RH. Both Fickian and dual Fickian analytical moisture diffusion models were used to determine the best fit to the experimental data and to determine values of $D$ and $M_\infty$. The dual Fickian model gave the best predictions for moisture uptake in all
environments. Values of \( D \) and \( M_\infty \) calculated for the dual Fickian model were used in the FE modelling of moisture diffusion, as detailed in Chapters 5 and 6.

Bulk mechanical testing was carried out that included tensile tests, compressive tests and creep tensile tests at various RH. The tensile testing results showed that \( E_t \) and \( \sigma_{ult} \) decreased, while \% strain increased, with increasing RH and conditioning time. The compressive test results showed the same trends. Comparison of tensile and compressive tests showed a higher ultimate strength under compression, confirming the hydrostatic stress sensitivity of the SL resin samples. Creep tensile tests were performed to investigate rate dependent effects and to calculate creep power law constants at various RH. Results confirmed that RH influenced the samples, with higher RH resulting in increased instantaneous strain, creep strain and strain rate. The results from the bulk mechanical tests were used in defining the material model for the FE modelling of indentation at various RH.

The DSI technique was used to investigate the indentation behaviour of Accura 60. It was found that the deformation behaviour of the SL resin is highly rate dependent. Changes in loading and unloading rates and dwell periods resulted in variations in penetration depth and the calculated mechanical properties. The application of moderate loading and unloading rates with sufficient hold time can be used to reach an equilibrium indentation depth for the load, resulting in a pseudo-elastic unloading curve. Therefore, by selecting appropriate experimental parameters, time dependent effects were minimized in order to use OP method for calculating mechanical properties. The effect of the level of moisture in the environment on the mechanical properties of a polymer was also investigated using DSI. The results from this study showed that the mechanical properties of the polymer were highly dependent on the RH of the environment and that a DSI fitted with a HCU was capable of investigating this relationship. Comparison of the results using the HCU with those from the pre-conditioned samples tested at ambient conditions showed that drying of the samples whilst testing can affect the results. Hence, the use of a HCU to control
the environment during testing is needed to accurately determine the effects of moisture on samples at various RH environments. The experiments on samples after drying showed a considerable recovery in the values of $E_e$ and $H_e$. This recovery in mechanical properties on drying indicates the reversible nature of plasticization in polymers.
Finite Element Methods

5.1 Introduction

Numerical modelling has been performed using the finite element (FE) method. This chapter provides details of the FE modelling techniques that have been used in modelling DSI and moisture diffusion in the Accura 60. The commercially available FE code MSC Marc 2007, a nonlinear FEA program, by MSC Software Corporation (Santa Ana, CA, USA), was used for the numerical analysis together with the pre and post-processor MSC Mentat, also from MSC Software Corporation. A consistent system of units based on N, mm and sec was used. Modelling details such as: geometry development, mesh size and refinement, element type, defining of contact, boundary conditions and material models are described. In order to generate simulated load-depth plots of indentation under various RH, coupled stress-diffusion finite element analyses were performed and these are also detailed in the chapter.

5.2 FE modelling of DSI

The various modelling considerations are presented in the following subsections that are necessary to model indentation behaviour successfully.

5.2.1 Geometry and Boundary Conditions

The Berkovich indenter with 65.3° included half angle can be modelled as a cone with 70.3° half angle as this provides the same projected area to depth ratio as the Berkovich indenter (Fischer-Cripps 2004). The comparison of indentation hardness and modulus calculated from the FE modelling of Berkovich indenters of 50nm radius as a conical indenter has been seen to match well for cases where the ratio of maximum indentation depth to indenter radius was greater than 0.07 (Chen et al. 2007). DSI experimental results in Chapter 4 show that the maximum indentation
depth at 20 mN load was always greater than 2500 nm, while the radius of Berkovich indenter was approximately 135nm and thus the ratio was greater than 0.07. Hence, in the present work, a two-dimensional (2D) axisymmetric FE analyses was performed using sharp conical indenter geometry to repeat the Berkovich indenter in a computationally efficient manner.

The selection of an appropriate geometry of sample is also important as it can help in saving computational time and cost. In the DSI experiments, the indentation area was small, around 94 μm², compared to the size of sample. Thus sensitivity to far field analyses was carried out to obtain the optimum size of model that provides negligible displacement and stresses at boundaries with the smallest computation time. Hence, various sample sizes, with areas between 150 μm² and 1400 μm², as shown in Figure 5.1, were investigated.

(a) Model boundary area = 196 μm²

(b) Model boundary area = 600 μm²
The selection criterion for geometry size was to have smallest possible sample size with negligible effects on variation in solution results in the contact area and minimal effect of the indentation at boundaries. Results showed that 30 $\mu$m $\times$ 20 $\mu$m (area= 600 $\mu$m$^2$) was the optimum choice, where the nodes at the boundary showed less than 1 MPa of compressive stresses with around 3.5 nm of displacement. Hence, a 30 $\mu$m $\times$ 20 $\mu$m size model was used in all the FE work.

Figure 5.2 shows the geometry of a conical sharp indenter and the selected size of specimen model. A fine FE mesh was generated for the specimen and its details are given in section 5.3. A maximum point load of 20 mN was applied to the control node of the indenter while the constraint in the y direction at the bottom of Figure 5.2 represents the axis of the axi-symmetry. The specimen was constrained in the x-axis to represent gluing of the sample to the aluminium stub during the experiments. The indenter and the specimen were defined as rigid and deformable bodies respectively and the contact was defined. The indenter was modelled as a rigid body as it is diamond and exhibits negligible deformation when indenting the much softer
materials such as polymeric samples. The details on defining of contact are discussed in section 5.2.4.

![Figure 5.2. Details of indenter and specimen geometry.](image)

### 5.2.2 Mesh Design

Figure 5.2 shows the meshing details of the sample. Since nanoindentation is a localised process that provides deformation near the contact surface, the primary area of interest is close to the point of contact. Therefore, a continuous mesh was defined with transition from a fine mesh near the contact area to a coarse mesh near the boundaries. The mesh continuity was maintained by sharing nodes between the elements. A fine mesh was used near the contact area in order to provide accuracy in describing the deformation and stresses resulting from contact whilst a coarse mesh at the boundaries helped to reduce computational time.

Since large strains distort the elements, changing contact conditions make a constant finite element mesh inappropriate to capture a full indentation, leading to errors in
calculations. Hence, a local adaptive meshing technique was employed near the contact zone. This enabled the software to automatically re-mesh within time steps of the solution to ensure that the solution converged with accuracy. There are a number of factors to be considered during mesh design, such as selection of an appropriate element type and mesh convergence checks, are discussed in sections 5.2.2.1 and 5.2.2.2 respectively.

5.2.2.1 Selection of Element Type

The selection of an appropriate element is important as it can influence the FE results. The behaviour of an element is usually dependent on the following:

- Number of nodes
- Number of degrees of freedom per node
- Interpolation or shape functions within the element
- Number of integration of points for the calculation of the element stiffness matrix

MSC Marc has an extensive element library that consists of plane stress, plane strain, axisymmetric, plate, beam, shell and three-dimensional solid elements. For axisymmetric analysis (used in this work), there is a wide range of element family, including 3-noded triangle, 4-noded quadrilateral, 6-noded triangle and 8-noded quadrilateral elements (MSC Marc 2007). Further details are shown in Table 5.1.

<table>
<thead>
<tr>
<th>Element type (number)</th>
<th>Interpolation Function</th>
<th>Availability of updated Lagrange</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 node triangle, (2)</td>
<td>Linear</td>
<td>Yes</td>
</tr>
<tr>
<td>4 node quadrilateral, (10)</td>
<td>Linear</td>
<td>Yes</td>
</tr>
<tr>
<td>4 node quadrilateral with bending, (95)</td>
<td>Linear</td>
<td>No</td>
</tr>
<tr>
<td>6 node triangle, (92)</td>
<td>Quadratic</td>
<td>No</td>
</tr>
<tr>
<td>8 node quadrilateral, (28)</td>
<td>Quadratic</td>
<td>Yes</td>
</tr>
<tr>
<td>8 node reduced integration quadrilateral, (55)</td>
<td>Quadratic</td>
<td>Yes</td>
</tr>
<tr>
<td>8 node quadrilateral with arbitrary loading, (62)</td>
<td>Quadratic</td>
<td>No</td>
</tr>
<tr>
<td>8 node quadrilateral with bending, (96)</td>
<td>Quadratic</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 5-1 : Element types available for executing axi-symmetric analysis.
For contact problems that involve large strain problems, two procedures exist in Marc, the total Lagrange and the updated Lagrange formulation. Since, the total Lagrange formulation is not recommended for material behaviour that includes plasticity and large strains (MSC Marc 2007), in the current study, the updated Lagrangian formulation was used for modelling the indentation behaviour. Hence, during the selection of element type it was also considered whether the element could provide support of the updated Lagrange method.

Three-noded isoparametric triangular elements poorly represent shear and bending behaviour as the strains are kept constant throughout the element while the six-noded semi-infinite element was not selected as it is not available with the updated Lagrange formulation.

The four-noded quadrilateral element is an isoparametric that uses bilinear interpolation functions, therefore, strains vary linearly or are constant (depending on direction) through the element which limits the accurate representation of bending and shear behaviour. However, this element type has an advantage as re-meshing can be performed. However, during the analysis, the node in contact with the indenter changes its position (and numbering) during each re-meshing and therefore it is not possible to trace the path of the node in contact with the indenter. Also, a very small size of elements is required to attain convergence resulting in high computational times.

The 8-node axisymmetric element, shown in Figure 5.3, has a higher-order interpolation with a reduced integration scheme that provides a balance of accuracy and low computation time and avoids overestimation of element stiffness. Since, these elements use bi-quadratic interpolation functions, they represent the coordinates and displacements more accurately and strains have a quadratic variation.
through the element. It also supports the updated Lagrange formulation and hence has been selected for FE modelling in this work.

Figure 5.3. Eight node axisymmetric element.

5.2.2.2 Mesh Sensitivity Analysis

After selecting appropriate element type, a mesh convergence study should be carried out. A finer mesh near the contact area results in a more accurate solution, however, as mesh density is increased, computational time increases as well. Hence, in order to balance both accuracy and computational time, a mesh convergence study was performed. Load-displacement plots obtained from the FE were compared with the experimental curves. The following steps were taken for the mesh sensitivity study:

- Start with a mesh using the fewest number of elements with a smallest element size of 1.0 x 0.6 µm. In this case convergence was not obtained.
- Recreated the mesh with denser element distribution (0.5x0.3 µm) near the contact region and reanalyse the model. This time convergence was obtained and the results were analysed.
Continue to increase mesh density in contact region until no significant change seen in the obtained results.

The details of mesh convergence study are provided in Table 5.2. The comparison of results from meshes 2, 3 and 4 showed that increasing the mesh density did not significantly affect the prediction of load-depth plots and the results remained in good agreement. However, as seen in Table 5-2, an increase in mesh density increased the computational time. Hence, in order to minimise the computational time, 0.5x0.3 µm was used as the smallest element size for the current study.

<table>
<thead>
<tr>
<th>Mesh Designation</th>
<th>Smallest element size (µm)</th>
<th>Analysis time (sec)</th>
<th>Total number of elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>M 1</td>
<td>1.0 x 0.6</td>
<td>No convergence</td>
<td>880</td>
</tr>
<tr>
<td>M 2</td>
<td>0.5 x 0.3</td>
<td>11455</td>
<td>1360</td>
</tr>
<tr>
<td>M 3</td>
<td>0.25 x 0.15</td>
<td>24835</td>
<td>2640</td>
</tr>
<tr>
<td>M 4</td>
<td>0.125x0.075</td>
<td>39275</td>
<td>3920</td>
</tr>
</tbody>
</table>

Table 5-2: Details of the different meshes used in the mesh convergence analysis.

5.2.3 Selection of Material Model

To identify a material model which is suitable to model the indentation behaviour, it is necessary to have some knowledge of the indentation process first. When the Berkovich indenter is used on polymers, we have an initial contact as elastic (although difficult to differentiate) under very small load and there quickly follows non-linear VE deformation. When the stresses beneath the indenter exceed the yield stress, plastic strain starts to accumulate. If the load is held at the maximum load, the material creeps while the stresses under the indenter start to decrease. If the hold or dwell period is sufficient for the material to reach an equilibrium point where the back-stress and applied stress become equal, resulting in zero over-stress, we have an initial part of the unloading that is pseudo elastic followed by recovery. During unloading the contact area and stresses decrease.
Hence, in order to model the indentation behaviour in polymers, a material model is required that should be able to exhibit both time independent and time dependent deformation of polymers. In MSC Marc, we have an option to couple both time independent EP models and rate dependent models together and further details are provided in the next subsections.

5.2.3.1 Pressure Sensitive Model for EP Deformation

The time independent deformation of polymers under the Berkovich indenter is a combination of both elastic and plastic deformation. Since, most polymers also exhibit hydrostatic stress sensitivity, a material model having a hydrostatic stress sensitive yield criterion is required. In MSC Marc Mentat, a pressure sensitive yield criterion, linear Mohr-Coulomb, is available and was used in the current work.

The experimental results from compression tests, at 0.1 mm/min rate at various RH, as described in section 4.3.2, were used to characterise the EP deformation. The elastic property of Accura 60, i.e. Young’s modulus, was taken from the bulk compressive tests. Relationship of E with moisture concentration at various RH and its definition in material modelling is detailed in section 6.4. In order to define yielding and the plastic properties, true stress vs. plastic strain relations calculated from bulk compressive test results were used by defining a table. The yield stress and strain hardening behaviour of the material was then estimated from the stress-plastic strain curve with several piece-wise linear segments. In order to define the linear Mohr-Coulomb constants, $\alpha$ and $\bar{\sigma}$, the yield or ultimate stresses determined in tension and compression from the experiments can be used to construct a yield envelope or the following method can be used. Further details on linear Mohr-Coulomb criterion are provided in section 2.3.2.

The following steps were used to calculate the constant, $\alpha$:

- Calculate $\phi$ from:
\[ \sin \phi = \frac{\sigma_e - \sigma_y}{\sigma_y + \sigma_y} \]  
(5.1)

- Calculate \( \alpha \) from:

\[ \sin \phi = \frac{3\alpha}{(1 - 3\alpha^2)^{1/2}} \]  
(5.2)

In order to calculate constant, \( \overline{\sigma} \), the following steps were taken:

- Calculate ‘C’ from:

\[ C = \frac{\sigma_e(1 - \sin \phi)}{2\cos \phi} \]  
(5.3)

- Calculate \( \overline{\sigma} \) from:

\[ \overline{\sigma} = C[3(1 - 12\alpha^2)]^{1/2} \]  
(5.4)

Table 5.3 shows the linear Mohr-Coulomb constants calculated using the above steps from the bulk tensile and compressive tests at various RH after 720 hours of conditioning. These constants were used in the FE model to incorporate the hydrostatic stress sensitivity exhibited by the Accura 60 material at various humidities.

<table>
<thead>
<tr>
<th>RH</th>
<th>( \alpha )</th>
<th>( \overline{\sigma} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.5%</td>
<td>0.0379</td>
<td>41.527</td>
</tr>
<tr>
<td>53.8%</td>
<td>0.0469</td>
<td>29.154</td>
</tr>
<tr>
<td>75.3%</td>
<td>0.0654</td>
<td>21.043</td>
</tr>
<tr>
<td>84.5%</td>
<td>0.0939</td>
<td>18.046</td>
</tr>
</tbody>
</table>

Table 5-3 : Constants for linear Mohr-Coulomb yield criteria after 720 hours conditioning at various environments.
5.2.3.2 Time Dependent Effects

The time dependent deformation of polymers under the indenter can be described by rate dependent models. In MSC Marc, there are two rate dependent models. The first model is the Maxwell-Wiechart or Generalized Maxwell model, which can be used to describe relaxation behaviour using a Prony series. This model describes linear VE behavior but it does not describe creep and permanent deformation and shows full recovery on unloading.

The second rate dependent model available in the software is the power law creep model. This model shows elastic behavior when stresses are below a defined yield value. However, when stresses are greater than the yield stress, the model describes non-linear VE deformation. Hence, this model can describe both creep and permanent deformation behavior during the loading and is used in the current study. Together with a defined yield, this can be considered to repeat non-linear VP behaviour.

The constants for the creep model were calculated from bulk creep tensile tests. Details of the experimental procedures and results from the creep tests are described in sections 3.5.3 and 4.3.3 respectively. The empirical constants, ‘A’ and ‘m’, of the creep power law (Equation 4.3) were calculated using the procedure detailed in section 4.3.3 for various RH and are given in Table 4.4. These constants were used in the creep model in the software to describe the rate dependent deformation of polymeric resin.

5.2.4 Defining Contact

The analysis of contact behaviour is complex as it requires accurate tracking of multiple geometric bodies and their motion due to their interaction during and after contact. This potentially includes friction between the surfaces and heat transfer between the bodies. Different procedures have been developed to treat contact problems such as the augmented Lagrangian method, the penalty method and direct
constraints. Additionally, contact problems require the use of gap elements. However, the easy definition of contact bodies distinguishes MSC Marc from other FEA codes (MSC Marc 2007). Unlike other FEA codes that require manual definition of contacting surfaces, MSC Marc automatically tracks the contacting surfaces and displacement constraint of the contact. It also automatically adjusts the load step to satisfy the contact condition.

Figure 5.4 describes the definition of contact condition between the indenter and the specimen. The specimen in this study was defined as a deformable body containing elements and the indenter as a rigid body. Each node on the exterior and in front of the indenter was defined as a potential contact node and the rigid body was composed of 2D curves. The significant aspect of defining the indenter as a rigid body is that the rigid body does not deform. It was not necessary to completely define the rigid body, however, the contact should not exceed the length of the rigid body and thus the leading edge of the indenter was made sufficiently long.

Figure 5.4: Description of contact condition between the indenter and a specimen.
In MSC Marc and Mentat, the motion of a rigid body can be defined in the following four ways:

- Prescribed velocity
- Prescribed position
- Prescribed load
- Prescribed scaling

Since the experiments involved motion of the indenter under load control, so in FE modelling, the motion of the rigid body was also defined by a prescribed load. When load-controlled rigid body is used, two control nodes can be defined where the first node can have two-translation degree of freedom and the second node, if specified, has one rotational degree of freedom. In this way, both forces and moments can be applied to a body by using the ‘point load’ option for the control nodes. In the current study, only one control node was specified where the point load was applied while the second node was not defined, hence, the rotation of the body was prescribed as zero.

At the beginning of the analysis, bodies can either be separated from each other or in contact. In a DSI experiment, the indenter and the sample are kept in contact for few seconds; hence, similar contact conditions were imposed in the FE model, by keeping the rigid (indenter) and deformable (specimen) body in contact prior to the application of load. In order to avoid any penetration during the initial contact between the bodies, nonzero motion was associated with the rigid body and a contact table was defined to improve the efficiency and computational cost during the analysis. The contact table was also used to separate contact nodes from the rigid body by using a gradual release criterion at the end of iterations.

During the contact process, it is unlikely that a node exactly makes contact with the rigid body; therefore, a contact tolerance can be defined. However, the size of
contact tolerance can have significant impact on the computational cost and solution accuracy. For example, a small contact tolerance can lead to a high computational cost while a large contact tolerance can affect the solution accuracy. As per the recommendations by the software developers, the default error tolerance was selected in this work which is 1/20 of the smallest element size.

In the case of contact between two bodies, phenomenon of friction is also involved, which is a characteristic of factors such as surface roughness, temperature, normal stress and relative velocity. The actual physics of friction and its numerical modelling is complex and continues to be a topic of research. It was found in one study that for cones with included half angle of more than 60°, the friction phenomenon has no significant effect on results (Bucaille et al. 2003). Since, in the present work, the conical indenter modelled has a 70.3° included half angle, the effects of friction were not considered between the rigid and deformable bodies.

During contact simulation, the objective is to deform the specimen and this can result in significant mesh distortion. Also, there is the possibility of the penetration of a node into the rigid body. This problem can be resolved by using a rezoning or adaptive meshing technique. In this study, an adaptive meshing technique was used that generated a greater number of elements and nodes near the contact region by automatically subdividing the elements within the time steps of the solution leading to faster convergence and greater accuracy of the solution.

During contact analysis, a constraint minimisation problem is being solved where the constraint is the ‘no penetration’ constraint. In Marc, mathematical constraints are applied to the system by using Lagrange multipliers for standard contact problems or by the penalty stiffness method for explicit dynamic problems such as crash simulation. In the current work, the default procedure of constraint, Lagrange multiplier, is used.
5.2.5 Solution Procedure for FE Analysis

The nonlinear iteration procedure can be either full Newton-Raphson or modified Newton-Raphson. The algorithm used by the Newton-Raphson method constitutes an estimation of the displacement for an applied load. Thereafter, the solution is checked for convergence. In the case of non-convergence, the tangent stiffness matrix is evaluated at each iteration and the residual force used to drive the solution to convergence. The modified Newton-Raphson method, though being an inexpensive method as the tangent stiffness matrix is only formed and decomposed once, was not selected because the potential for non-convergence is higher.

A nonlinear analysis usually utilises incremental load (or displacement) steps. At the end of each increment the structure geometry changes and possibly the material is nonlinear or the material has yielded. Each of these things, geometry change or material change, may then need to be considered as the stiffness matrix is updated for the next increment in the analysis. An explicit or implicit incremental procedure can be implemented. An explicit FEM analysis updates the stiffness matrix based on geometry changes/material changes (at the end of each increment). Then a new stiffness matrix is constructed and the next increment of load or displacement is applied to the system. In this type of analysis the hope is that if the increments are small enough the results will be accurate. One problem with this method is that it needs many small increments for good accuracy and thus is time consuming. On the other hand, if the number of increments is not sufficient, the solution tends to drift from the correct solution. Additionally, this method does not enforce equilibrium of the internal structure forces with the externally applied loads. An implicit FEM analysis is the same as the explicit with the addition that after each increment the analysis carries out Newton-Raphson iterations to enforce equilibrium of the internal structure forces with the externally applied loads. The implicit type of analysis tends to be more accurate and can take somewhat bigger increment steps. If carried out correctly the Newton-Raphson iterations have a quadratic rate of convergence which is very desirable. Therefore, the implicit method is used in the current work.
Because of the complexity of non-linear analyses, the solution of most non-linear problems requires an incremental solution schemes and several iterations within each load/time step to achieve convergence. In MSC Marc, an adaptive multi-criteria scheme is available for contact analysis and was used to specify the load step procedure in this work. Table 5-4 describes the adaptive stepping criteria. Automatic time step cut back was used to adjust the increment size as necessary while relative displacement was specified as the criteria for the convergence testing.

<table>
<thead>
<tr>
<th>Adaptive Stepping criteria</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial fraction of loading time</td>
<td>9e-5</td>
</tr>
<tr>
<td>Minimum fraction of loading time</td>
<td>9e-5</td>
</tr>
<tr>
<td>Maximum fraction of loading time</td>
<td>9e-3</td>
</tr>
<tr>
<td>Maximum number of steps</td>
<td>99999</td>
</tr>
</tbody>
</table>

Table 5-4 : Details of adaptive stepping.

Results of the FE modelling of nanoindentation and their comparison with experimental results are detailed in Chapter 6. Moisture diffusion analyses were also incorporated to model indentation behavior at various RH. The details of moisture diffusion and coupled diffusion-stress analyses are provided in sections 5.3 and 5.4 respectively.

5.3 Moisture Diffusion Analysis

Moisture diffusion analysis is carried out by using the analogy between heat transfer and diffusion equations. This analogy is based on the idea that just as a temperature gradient constitutes the driving potential for heat transfer, a concentration gradient provides the driving potential for moisture transfer. Table 5.5 illustrates the analogy between Fickian moisture diffusion and heat transfer by conduction.
Heat Transfer | Moisture diffusion
---|---
Fourier’s two laws of heat conduction: | Fick’s two laws of diffusion:

\[ F = -k \frac{\partial T}{\partial x} \]  
\[ F = -D \frac{\partial C}{\partial x} \]

\[ \frac{\partial T}{\partial t} = \left( \frac{k}{\rho c} \right) \frac{\partial^2 T}{\partial x^2} \]  
\[ \frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2} \]

Where ‘\( k \)’ is thermal conductivity, ‘\( c \)’ specific heat, ‘\( T \)’ temperature, ‘\( \rho \)’ density.  
Where ‘\( D \)’ is diffusion constant, ‘\( C \)’ moisture concentration, ‘\( F \)’ mass flux and ‘\( t \)’ time.

Temperature | Moisture concentration  
Heat flux | Mass flux  
Thermal conductivity | Diffusion constant

Table 5-5 : Analogy between Fickian moisture diffusion and heat transfer.

MSC Marc can be applied to solve full range of 2D and 3D transient and steady-state moisture diffusion (heat conduction) problems. The software provides heat transfer elements that are compatible with stress elements (MSC Marc 2007). Hence, the same mesh can be used for both the moisture diffusion and stress analyses. Transient heat transfer is an initial-boundary value problem, so proper initial and boundary conditions must be prescribed to the problem in order to obtain a realistic solution.

The FEA method has the ability to analyse the transient moisture diffusion response using the single and dual Fickian models. The dual Fickian model can be implemented by combining the FE nodal moisture concentrations of two separate Fickian diffusion analyses. FEA can be undertaken in terms of the normalised
moisture concentration i.e. with respect to the boundary condition applied to the edges of the model. Figure 5.5 shows a plane sheet case with the introduction of moisture at the edge. The mesh described in section 5.2.4 for the contact analysis was also employed in the diffusion analysis. Eight nodded quadrilateral moisture diffusion (heat transfer) elements were used. Values of the coefficient of diffusion and the moisture saturation were taken from Table 4-1 to define the diffusion properties of the material. An automatic time-stepping procedure was used for the transient diffusion analysis. Results from the moisture diffusion analyses are described in Chapter 6.

![Figure 5.5: Moisture penetration across the specimen.](image)

### 5.4 Coupled Diffusion-Stress Analyses Technique

A coupled analysis technique available in the MSC Marc software was used to define the multiple physical phenomena. Two types of numerical techniques are available for coupled analysis; direct and sequential. A direct-coupled analysis accumulates all the physics fields in one matrix and solves the whole matrix whereas in sequential coupling, the equation for one field is partially solved and the results are passed as loads to the next field to drive its partial solution and so on until all the steps of iteration are completed (MSC Marc 2007). In the present study, moisture diffusion
and the subsequent effects of diffusion on the indentation behaviour of the Accura 60 samples were carried out using a sequentially coupled hygro-mechanical analysis. Figure 5.6 shows the flow chart of the sequential coupled algorithm. Initially, a transient hygroscopic analysis was carried out to determine the nodal moisture concentrations at time, $t_0$. These were then passed to a mechanical model to solve for deformation and stresses under the influence of moisture. The time was incremental but $\Delta t$ and the procedure repeated until the end time, $t_e$, was reached.

![Flow chart of sequential-coupled diffusion-stress analysis performed in MSC Marc.](image)

Figure 5.6: Flow chart of sequential-coupled diffusion-stress analysis performed in MSC Marc.
5.5 Summary

The methods employed in the development of the FE models have been discussed in this chapter. 2D axisymmetric FE analyses were performed using a sharp conical indenter to represent the Berkovich geometry. A continuous mesh was used to discretise the geometry, where smaller elements were used near the contact region. The elements were selected based on suitability for contact and far-field analyses were performed to determine an appropriate sample size. Mesh sensitivity analyses were carried out to determine the least number of elements for an accurate solution in order to save computational time. An adaptive meshing technique was used to ensure the mesh remained suitable in the contact region, leading to faster convergence and increased accuracy of the solution. A pressure sensitive EP material model in conjunction with a rate dependent power law creep model was used to model the indentation behaviour. Further details of verifying the FE model and its subsequent use are given in Chapter 6. Transient moisture diffusion analyses were carried out using the analogy between Fourier’s law of heat transfer and Fick’s law of diffusion. A sequentially coupled hygro-mechanical analysis was carried out to model the indentation behaviour at various RH. Details of the comparison of FE and experimental results to verify the proposed FE model at various environments and the application of the FE model to map hardness at various depths at various RH are described in Chapter 6.
Chapter 6

Modelling the Depth Sensing Indentation Response of Polymers by Finite Element Analysis

6.1 Introduction

This chapter describes the depth sensing indentation (DSI) response of the stereolithography (SL) resin at various RH using finite element (FE) modelling and compares the predicted results with the experimental results given in Chapter 4. First the material model used for FE modelling of the DSI response of the SL resin is verified at different loading and unloading rates and dwell periods under ambient conditions (33.5 % RH). There follows the results from the transient diffusion modelling. A FE based approach is used to introduce a methodology for the prediction of moisture concentration distribution under varying moisture conditions as a function of time. The moisture diffusion methodology was implemented in the commercial finite element code MSC Marc using the analogy between conduction heat transfer and moisture diffusion. The implementation was verified by comparing the results of the FEA models with analytical models. The input parameters for the moisture diffusion model were taken from Table 4.1. In order to study the effects of varying moisture on indentation behaviour, a coupled diffusion-stress analysis was carried out and the results compared with the experimental results. Once the model was verified, FE modelling was used to predict the spatial variation in moisture and hardness at various indentation depths and the proposed estimation methodology was compared with the experimental results.

6.2 Verification of proposed FE model exhibiting DSI response

This section compares the FE modelling results with experimental results for various testing parameters in order to justify the selection of the material model.
used in the current study. As discussed in Chapter 5, the time dependent deformation behaviour was defined by a power law creep model, which was coupled with a linear Mohr-Coulomb based elastic-plastic model. Figure 6.1 shows a comparison of load–depth curves from the FEA model with experimental curves at 33.5 % RH environment. Loading and unloading rates were fixed at 0.5 mN/sec while various dwell periods were used.

![Graph showing load-depth comparison](image)

**Figure 6.1**: Comparison of load-depth plots from FEA with experiments for samples tested at 33.5% RH at 0.5mN/sec loading and unloading rates and different dwells.

It can be seen that there is an excellent match with the experimental curves, except during the last part of unloading. This difference may be attributed to the assumption of frictionless contact and/or the inability of the creep power law to model viscoelastic recovery during last stages of unloading (Altaf et al. 2011a). Another reason for the small differences between the curves could be the difference between the actual tip geometry used in experiments and the ideal conical indenter used in the
modelling. However, all the significant indentation parameters, such as the indentation depth under maximum load, creep in the dwell period and the initial unloading slope, are predicted very accurately by the model (Altaf et al. 2011a).

Figure 6.2 shows comparison of load–depth curves from the FEA model and experiments for samples tested at 33.5 % RH environment at various loading rates with a fixed unloading rate of 0.5 mN/sec and no dwell period. Again, the match of FE and experimental curves is excellent during the loading stage and the initial unloading stages where the model accurately predicts the creep or ‘nose effect’ due to the absence of hold period. Other factors for variation during last parts of unloading are the same as discussed in above paragraph for Figure 6.1.

![Figure 6.2: Comparison of load-depth plots from FEA with experiments for samples tested at 33.5% RH at various loading rates and 0.5mN/sec unloading rate.](image-url)
These results from the FEA clearly show that the load–depth response from the DSI of Stereolithography polymers can be predicted with good accuracy by employing a creep power law material model coupled with a linear Mohr-Coulomb yield based elastic-plastic model. Hence, this model is used for modelling the indentation behaviour of the SL resin in the rest of this chapter.

6.3 Transient diffusion modelling

Before performing transient diffusion modelling on the geometry used for contact analysis, both Fickian and dual Fickian FE models were first compared with the analytical models given in equations 2.19 and 2.25 for simple geometries. This comparison was made to establish whether the transient diffusion FE model compares well with the analytical model for bulk test samples before combining with the contact analysis. The geometry used for the analysis is shown in Figure 6.3. Eight noded quadrilateral continuum elements with an average element size of 0.25x0.25 mm were used. The constants for both analytical and FE modelling were taken from Table 4.1.

![Figure 6.3: Typical finite element mesh for transient diffusion analysis.](image)

Comparisons of normalised moisture concentration from Fickian and dual-Fickian models, using both analytical and FEA techniques are shown in Figures 6.4 & 6.5 for
samples conditioned at various RH for 8 hours and 20 hours respectively. Due to symmetry, only half of the distance through the sample thickness is shown.

![Figure 6.4](image_url)

Figure 6.4: Normalised moisture concentration profile through 4mm thick samples after 8 hours conditioning under various relative humidity conditions.
Both plots show that concentration increases with time and varies through the sample thickness. Also, for the same conditioning time, the moisture concentration is higher for samples stored at a higher % RH. It can be seen that there is a good correlation between the analytical and FEA results for both diffusion models, with the FEA predicting slightly lower concentrations. The Fickian and dual-Fickian models result in similar concentration profiles, with the Fickian model predicting higher concentrations, particularly at higher RH and after an increase in conditioning time. This trend can be explained by observing the mass uptake plots shown in Figure 4.3. This shows that the dual-Fickian model correlates very well with the experimental data whilst the Fickian model over-predicts the moisture content, particularly in the time period corresponding to the greatest over-prediction seen in the concentration.
profiles. Similar trends were found in our previous work on similar SL resins (Ashcroft et al. 2011).

Figure 6.6 shows a plot of logarithmic values for saturated moisture concentration at various % RH conditions for samples conditioned at different % RH. The trend of the plot supports a logarithmic power relation between saturated concentration and % RH.

![Figure 6.6: Logarithmic values of moisture concentration at various %RH for 4mm thick samples against relative humidity.](image)

It can be seen from the predicted results that the FEA and analytical methods agree well and the difference in results between the Fickian and dual Fickian uptake models illustrate the pseudo-Fickian behaviour of the SL material. Therefore, the
dual Fickian FE model will be used for the diffusion analysis of Accura 60 SL resin. Once this diffusion model is coupled to contact-stress model, we can model indentation behaviour at various RH. However, before implementing the diffusion-stress coupled analysis, it is necessary to develop an analytical model that can predict spatial and temporal changes in elastic modulus, $E$, due to changes in moisture concentration and this model is developed in the next section.

### 6.4 Proposed relationship between elastic modulus and moisture concentration

As moisture is absorbed, the concentration at a specific point within the specimen increases with time and this reduces the value of Young’s Modulus, $E$, which gradually varies from the dry modulus, $E_d$, to the saturated modulus, $E_s$. It is proposed that Young’s Modulus, $E$, varies with the concentration, $C$, according to Equation 6.1:

$$E_t = E_d - \left[ \frac{C_t}{C_\infty} (E_d - E_s) \right]$$  (6.1)

Where $E_t$ is the Young’s Modulus at time $t$. This linear relationship may be rather simplistic but has the advantage of only requiring the values of dry and saturated moduli. For Fickian diffusion, Equation 2.19 can be substituted in Equation 6.1, to yield:

$$E_t = E_d - \left[ 1 - \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} e^{-\frac{D(2n+1)^2 \pi^2 t}{4b^2}} \cos \left( \frac{2n+1}{2b} \right) \right] (E_d - E_s)$$  (6.2)
Similarly for dual-Fickian uptake, Equation 2.25 can be substituted in Equation 6.1, to yield:

\[
E_t = E_d - \left( \left[ 1 - \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} e^{-\frac{D_1(2n+1)^2 \pi^2 \tau}{4b^2}} \cos \left( \frac{(2n+1)\pi}{2b} \right) \right] C_{\infty 1} + \left[ 1 - \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} e^{-\frac{D_2(2n+1)^2 \pi^2 \tau}{4b^2}} \cos \left( \frac{(2n+1)\pi}{2b} \right) \right] C_{\infty 2} \right) (E_d - E_s)
\]

(6.3)

As elastic modulus, \(E\), is dependent on moisture concentration, then a variable moisture concentration in the sample, as seen in Figures 6.4, & 6.5, will result in a variation in \(E\) of the samples. Equations 6.2 and 6.3 were used to calculate the elastic modulus profiles at various times. The values of \(E\) for dry and saturated samples determined from compressive tests were used. Figures 6.7 and 6.8 show the predicted change in \(E\) after \(t = 8\) and 20 hours for both Fickian and dual Fickian models for 4mm thick samples conditioned at various humidities. It can be seen that the results obtained for the Fickian and dual Fickian models are quite close to each other, with less than 2.25 \% variation. The non-uniform decrease in the value of modulus with conditioning can be attributed to the non-uniform moisture absorption causing plasticisation (Ashcroft et al. 2011). Comparison of both figures shows that an increase in conditioning time has negligible effect on values \(E\) for 33.5 \% RH environment whilst for higher values of RH there is a significant decrease in modulus with time. As would be expected, modulus is lowest at the exposed edges of the samples and highest in the middle of the sample. However, on saturation, a uniform low value of modulus would be expected.
Figure 6.7: Changes in elastic modulus with moisture over time through 4mm thick samples stored under various relative humidity conditions after 8 hours’ time.

Figure 6.8: Changes in elastic modulus with moisture over time through 4mm thick samples stored under various relative humidity conditions after 20 hours’ time.
Figure 6.9 shows an experimental plot of E as a function of moisture concentration. The plot indicates a linear relationship and hence fully supports the linear model proposed in Equation 6.1. A similar linear trend was observed when with other SL resins in our previous work (Ashcroft et al. 2011).

![Figure 6.9: Modulus of elasticity as function of moisture concentration for 4mm thick samples.](image)

The relation between E and C needs to be described when defining the material properties in the FE model. Therefore, values of E taken from bulk compressive tests with varying values of moisture concentration were used for this purpose. In the FEA this relationship was used to determine the value of E assigned to each element at different RH environments and conditioning times. Rate dependent material model parameters and elastic-plastic pressure dependent properties at various RH were also
defined as function of moisture concentration to complete the material properties
definition step in the FE model. Details are provided in section 5.2.3. The next
section compares load-depth plots determined from the FE model with the DSI based
experimental curves at various RH in order to investigate the ability of proposed
methodology in modelling the indentation behaviour of SL resin at various
humidities.

6.5 Investigation of RH effects on indentation by FE modelling

Results from the coupled stress-diffusion FE analyses, performed by incorporating
transient moisture diffusion into a contact stress analyses of the indentation process
are discussed in this section.

In Figure 6.10, load–depth curves from the FEA model are compared with
experimental curves at 33.5 %, 53.8 % and 84.5 % RH environments after the
conditioning of samples using the HCU for 24 hours at 22.5 °C and tested in the
same environment. It can be seen that penetration depth increases with an increase in
RH. This trend highlights the increase in surface moisture concentration with an
increase in humidity in the conditioning environment. It can be seen that there is an
excellent match between the FEA and experimental curves, except during the last
part of unloading. This difference may be attributed to the assumption of frictionless
contact and the inability of the creep power law to model viscoelastic recovery
during unloading. As with the FE results at ambient, as detailed in section 6.2, all the
significant indentation parameters, such as the indentation depth under maximum
load, creep in the dwell period and the initial unloading slope, are predicted very
accurately by the model for all the RH conditions.
Figure 6.10: Comparison of load–depth plots of FEA with experiments of samples conditioned by HCU for a day under various % RH and tested under the same conditioning environments.

Figure 6.11 compares the load depth plots for the FEA with experiments for samples conditioned for various times at 84.5 % RH and tested under the same conditioning environment. Experimental and FEA curves at 33.5 % RH are also plotted for comparison of the driest environment with the highest % RH conditioning environment. The plots highlight the increase in surface moisture concentration and accompanying reduction in mechanical resistance, with an increase in conditioning time. The first 24 hours conditioning results in a rapid decrease in the mechanical
resistance to indentation owing to the fast initial increase in surface moisture concentration. The rate of increase in penetration depth decreases with time as the surface layers reach equilibrium moisture content. Again, it can be seen that the FE model predicts the experimental curves at various conditioning times to good accuracy.

Figure 6.11: Comparison of load depth plots of FEA with experiments of samples conditioned by HCU for various days under 84.5 %RH and tested under the same conditioning environment with plot at dry (33.5 %RH) taken as reference.

Results from the FEA modelling show that the load–depth response from the DSI of polymers under varying % RH can be predicted with good accuracy by employing a
coupled stress-diffusion FEA with appropriate moisture and time dependent material and diffusion models. Therefore, it is proposed that indentation hardness can be predicted under various environments and depths using the proposed FE model this is discussed in the next section.

6.6 Estimation of Hardness

Since load-depth plots from FE modelling match closely with the experimental curves, as detailed in the previous section, we can use the OP method on the FE curves to calculate values of $H_e$. Figure 6.12 shows a comparison of the calculated values of $H_e$ from FEA and the DSI experiments, measured periodically for 5 days under a 84.5 % RH conditioning environment. The normalised mass of absorbed moisture ($M_t/M_\infty$) is also plotted against conditioning time in the figure. The results show a decrease in the value of $H_e$ with time as a result of the increase in moisture content in the surface layers. It can be seen that the prediction from the FEA compares well with the experimental results.

Figure 6.12: Comparison of hardness calculated from FEA modelling with experiments after various days of conditioning and testing at 84.5 % RH.
Since the calculated $H_e$ from the FE model matches closely to the experimental results, we can use this model to predict indentation hardness at any conditioning environment and time. Also, indentation hardness can be predicted at various depths at different RH environments by employing the FE model or an inverse method can be used with experimental load-depth curves to predict the distribution of moisture in a sample.

A Berkovich indenter has been used throughout the testing in this research work. With this indenter the slope $dP/dh$ and plastic contact depth, $h_p$, are used to calculate indentation modulus, $E_e$, and hardness, $H_e$. Once the slope $dP/dh$ at maximum load (20 mN) is known for the material at any fixed environment, then it should stay uniform provided we use the same selected parameters during testing i.e., 300 sec dwell, any value of holding load but less than 20 mN and 0.5 mN/sec loading and unloading rates. This assumption can work well above shallow depths where indentation size effects are eliminated and value of modulus ($E_e$) approaches a constant value. It was reported in the previous work that value of $E_e$ approached a constant value closed to bulk compressive test values for polystyrene samples, when contact depth exceeded 100 nm (Tweedie et al. 2007). In another work on polyethylene-terephthalate (PET) biaxial film, $E_e$ approached constant value after 500 nm contact depth (Beake and Leggett 2002). Therefore, based on the above discussion, contact depths obtained for Accura 60 samples at various RH were sufficient to give uniform unloading slope because $E_e$ was constant at those depth ranges. Thus, $H_e$ may be computed along the loading curve. If ‘a’ is any point on the loading curve where we want to calculate value of hardness then:

$$h_{p,a} = h_t - P_a \varepsilon \frac{dh}{dP}$$  \hspace{1cm} (6.4)

where $h_{p,a}$ and $P_a$ are the plastic depth and load at point ‘a’ respectively and $h_t$ the total depth at ‘a’. Since $\varepsilon$ and slope $dP/dh$ are the constant terms whose values are
already known, we can determine the plastic depth from the value of load and total depth at that point. Afterwards, we can calculate hardness at ‘a’, $H_{e(a)}$, as:

$$H_{e(a)} = \frac{P_a}{24.5h_{p,a}^2}$$  \hspace{1cm} (6.5)

Initially, experiments were carried out to measure the values of $H_e$ at various depths and then were compared with the values of $H_e$ calculated using the methodology above with a single experimental curve. The results are shown in Figure 6.13, and it can be seen that the values of $H_e$ calculated from the single load-unload plot match closely with the values of $H_e$ measured directly from the experiments at different loads.

![Figure 6.13: Comparison of hardness calculated from estimation method applied on single set of load-depth curves of experiment with experiments performed at various depths inside the specimen after 12 h at 84.5% RH.](image)
Once the methodology was verified, it was used on both FE and experimental curves to calculate hardness as a function of depth. The contact depth $h_p$ at any point was calculated using Equation 6.4. The calculated values were then used in Equation 6.5 to calculate hardness; $H_e$. Figure 6.14 compares values of $H_e$ at various indentation depths estimated from single load-depth plots of FEA and DSI tests after 12 hours of conditioning at 84.5 % RH. The values of $H_e$ are low at shallow depths due to the influence of the high moisture content; however, they increase at higher depths as the material indented has lower average moisture content. Again, there is an excellent agreement between the FE and experimental results.

Figure 6.14: Comparison of hardness estimated at various depths inside the specimen from single load-depth plot of FEA and DSI experiment after 12 h at 84.5% RH.
Hence, the proposed method of estimating the value of $H_e$ at various indentation depths from single FE and experimental load-depth curves agree well with each other. Therefore, once moisture has been calibrated as a function of mechanical properties, we can use the FE model to find the spatial variation in the value of hardness and thus the degree of moisture absorbed in a part and its influence on mechanical properties can be investigated using the results from the computational modelling (Altaf et al. 2011a). The FE modelling can also be used to investigate moisture effects on the indentation response at any level of RH and hence save the time required for testing.

### 6.7 Summary

The effect of moisture, present in the environment, on the mechanical properties of a polymeric SL resin has been investigated using FE modelling. A hydrostatic pressure sensitive Mohr-Coulomb based elastic-plastic model coupled with a creep power law was used as the material model to simulate the depth sensing indentation response of SL resin. With the exception of failing in the last part of unloading, all other significant indentation parameters, such as the indentation depth under maximum load, creep in the dwell period and the initial unloading slope were predicted accurately by the model. In order to model moisture diffusion at various RH environments, a transient diffusion FE technique was used by utilising the analogy between diffusion and heat conduction equations. Comparison of diffusion analysis using both FE and analytic modelling confirmed that the dual Fickian model predicts the moisture distribution with more accuracy than the Fickian model and, hence, this was coupled with the contact-stress analysis. Results from the FEA showed that the load-depth response from the DSI of polymers under varying % RH can be predicted with good accuracy by employing a coupled stress-diffusion FEA with appropriate time and moisture concentration dependent material and diffusion models. It was also demonstrated that the values of indentation hardness could be accurately predicted under various environments and depths using the proposed FEA model. In order to find $H_e$ at various depths, it was proposed that once the slope $dP/dh$ at maximum load is known, then, assuming that $E_e$ remains constant, $H_e$ can be
computed at any point along the loading curve. This method involved calculating plastic contact depth from the simulation results. Values of $H_c$ from the FEA showed a good fit with the experimental data. Hence, this model can be used in predicting the effect of the environment on the performance of SL manufactured components.
Analysis of Viscoelastic-Plastic Behaviour in Polymers using Depth Sensing Indentation

7.1 Introduction

This chapter describes analysis methods used to determine time dependent material parameters for the SL resin, Accura 60, from depth sensing indentation (DSI) creep data. Rheological models consisting of springs and dashpots are used for the purpose and modelling parameters are calculated from a curve fitting technique. A method is used to calculate both time-independent and dependent mechanical properties from these parameters. These values are compared with the ones calculated using the Oliver and Pharr (OP) method, as detailed in section 4.4, and those calculated from bulk compressive tests, described in section 4.3.2. Comparison with the OP method is used to explore the effectiveness of the use of minimisation of time dependency, and hence use of OP method, in calculating mechanical properties for the SL resin with values calculated from the direct measurement of time-dependent parameters. The comparison of results with bulk tests is used to investigate the effectiveness of the phenomenological modelling approach with DSI data in finding the overall material properties. Finally, analytical modelling is used at various RH to investigate the effects of moisture on the mechanical properties of Accura 60 samples.

7.2 Analytical modelling of indentation behaviour

For materials exhibiting time-dependent behaviour, such as polymers and biomaterials, the use of analysis methods on indentation data, developed for elastic
plastic (EP) materials, can lead to errors. An experimental approach to remove this ambiguity is by introducing sufficient dwell at peak load to minimise the time dependency, as detailed in section 2.6.4, with results in Chapter 4. However, for polymeric resins, the time dependent deformation is an important characteristic, hence, the measurement of time-dependent parameters using analytical approaches, and not their minimisation, is often desired. These approaches include empirical solutions (Oyen and Cook 2003; Yang et al. 2004; Menčík et al. 2009, Menčík et al. 2011) as well as solutions derived from the elastic-viscoelastic correspondence principle (Vandamme and Ulm 2006; Olesiak et al. 2009; Greenwood 2010), which is based on earlier work by Lee and Radok (1960). Further details on the empirical and correspondence methods are given in section 2.6.4.

Simplified phenomenological models based on the mechanical element analogy, analytical treatments and numerical simulations can also be used with indentation data. When a polymer is indented, the deformation can be viscoelastic (VE) or viscoelastic-plastic (VE-P). VE models combine elastic and viscous elements. Their combination can be either in series, giving a Maxwell element or in parallel giving a Kelvin-Voigt (KV) element. For complex cases, VE models usually combine these elements. In order to model the VE-P behaviour that often results from the indentation of polymers by sharp indenters, we have to introduce a plastic element that represents instantaneous plastic deformation, characterised by the yield strength. Hence, a VE-P model combines elastic, viscous and plastic elements in different combinations.

When a sharp tip indenter, such as Berkovich, is used on polymers it provides elastic, viscous and plastic deformations in the material. Therefore, there are two possibilities; either to separate the elastic, plastic and VE deformations and treat them individually or to ignore plasticity and just consider the VE deformation. In the present work, all the indentations were carried out using a Berkovich tip that provided both permanent and recoverable deformations and thus VE-P models were used to determine the material parameters, as described in the next section.
7.3 Elastic-viscous-plastic mechanical modelling

In order to find material parameters characterising the elastic, viscous and plastic properties, a simple five step test can be adopted where the first step involves rapid loading that is followed by a dwell period under the maximum load. The third step involves rapid unloading to a lower value of load while the fourth step involves a dwell period at the lower value of load. The fifth step involves unloading to zero load. In the current research work, a three step procedure, as shown in Figure 7.1, was used that involved fast loading to 20 mN load, holding for 300 sec at that load and finally fast unloading. The reason to not include the hold at low load was due to the non-availability of this feature in the current DSI system. Hence the calculated material parameters are based on creep data while measurements for back-creep to investigate the recovery were not performed.

Figure 7.1: Three step procedure to determine viscoelastic-plastic properties.
In the current studies, three combinations of elastic-viscous-plastic mechanical models are used on load displacement curves during dwell. These models consist of springs, dashpots and plastic (or friction) elements.

Figure 7.2 shows an arrangement of an elastic-viscous-plastic (EVP) model-1 consisting of springs, $S_1$ and $S_2$, a dashpot $D_1$ and a friction element, $F_1$. If the load is small enough that stresses beneath the indenter remain below the yield stress, $\sigma_Y$, then plastic deformation, $h_p$, is zero and elastic deformation is represented by spring $S_1$. However, in the case of yielding we obtain a deformation that is a combination of the instantaneous elastic-plastic deformation and the viscous deformation represented by springs $S_1$ and $S_2$, and dashpot $D_1$ respectively.

![Figure 7.2: Elastic-viscous-plastic model-1.](image)

The following equation shows the relationship between indenter load and depth of penetration for time dependent materials under monotonic loading (Menčík et al. 2009):

$$ f(h(t)) = K \psi(P, h, t) $$

(7.1)
where ‘f’ is function, ‘h’ indentation depth, ‘t’ time and ‘K’ a constant depending on geometry of indenter and \( \psi(P, h, t) \) represents a function that depends on values of load, displacement and time. For the case of a sharp indenter, such as Berkovich (Fischer-Cripps 2004):

\[
f(h(t)) = h^2(t) \quad \text{and} \quad K = \frac{\pi}{4 \tan\alpha}
\]

(7.2)

where \( \alpha \) is semi angle of the Berkovich indenter.

For model-1 shown in Figure 7.2, total displacement, \( h \), when stress beneath the indenter exceeds the yield stress, is due to elastic, plastic and viscous deformation given as:

\[
h(t) = h_e + h_p + h_v(t)
\]

(7.3)

\[
h(t) = h_{S1} + h_{S2} + h_{DI}
\]

(7.4)

Since for the Berkovich indenter: \( f(h(t)) = h^2(t) \)

\[
h^2(t) = \frac{P}{E_1} + \frac{(P - P_Y)}{E_2} + (P - P_Y) \frac{t}{\eta_v}
\]

(7.5)

where \( P_Y \) represents the load at yielding. When we use the Berkovich indenter the plastic deformation occurs virtually instantaneously and thus we can assume term \( P_Y \) to be so small so that it can be neglected.

\[
h^2(t) = P \left[ \frac{1}{E_1} + \frac{1}{E_2} + \frac{t}{\eta_v} \right]
\]

(7.6)
Substituting equations 7.2 and 7.6 in 7.1 gives:

\[ h^2(t) = \frac{\pi}{4 \tan \alpha} P \left[ \frac{1}{E_1} + \frac{1}{E_2} + \frac{t}{\eta_v} \right] \]  

(7.7)

The unknown constants in equation 7.7; \(E_1\), \(E_2\) and \(\eta_v\), were found by minimising the sum of the squared differences between the squares of measured and calculated depths using the solver function in Microsoft Excel 2007. The values of these constants are given in Table 7.1.

Figure 7.3 shows a comparison of the experimental and predicted indentation creep curve for Accura 60 using EVP model-1. The model provides a prediction of the instantaneous indentation depth that contains both elastic and plastic deformations. However, for viscous deformation, the model provides only steady creep deformation and is not able to predict the primary creep, resulting in a poor fit to the experimental indentation creep data. Hence, EVP model-1 needs modification by including a KV unit to enable the prediction of the primary creep.
Figure 7.3: Experimental (exp) and predicted (model-1) indentation creep curves for 4mm thick Accura 60 samples tested at 20mN load for 300 sec hold at 33.5% RH at 22.5ºC.

Figure 7.4 shows EVP model-2 consisting of springs, $S_1$ and $S_2$, dashpot $D_1$, a KV unit and a friction element, $F_1$. If the load is small enough that stresses beneath the indenter remain below the yield value than plastic and creep deformation are zero and elastic deformation is represented by spring $S_1$. However, in the case of yielding we obtain a deformation that is a combination of instantaneous elastic-plastic deformation and viscous deformation represented by springs $S_1$ and $S_2$, and KV unit and dashpot $D_1$. The inclusion of KV unit helps to predict primary creep effectively while dashpot predicts secondary creep.
For EVP model-2, total displacement, h, when stresses beneath the indenter exceed the yield value, is due to elastic, plastic and viscous deformation given as:

\[ h(t) = h_e + h_p + h_v(t) \]  

(7.8)

\[ h(t) = h_{S1} + h_{S2} + (h_{KV} + h_{DI}) \]  

(7.9)

\[ h^2(t) = \frac{P}{E_1} + \frac{P}{E_2} + P \frac{t}{\eta_1} + \frac{P}{E_3} (1 - e^{-\frac{E_1}{\eta_2}}) \]  

(7.10)

Substituting \( \eta_2/E_3 = \tau \), where \( \tau \) is a retardation time, gives:

\[ h^2(t) = \frac{P}{E_1} + \frac{P}{E_2} + P \frac{t}{\eta_1} + \frac{P}{E_3} (1 - e^{-\frac{E_1}{\eta_2}}) \]  

(7.11)

Substituting equations 7.2 and 7.11 in 7.1 gives:
\[ h^2(t) = \frac{\pi}{4 \tan \alpha} \frac{P}{E_1} \left( \frac{1}{E_2} + \frac{t}{\eta_1} + \frac{1}{E_3} (1 - e^{-\frac{t}{\tau}}) \right) \] (7.12)

The unknown constants in equation 7.12, \( E_1 \), \( E_2 \), \( E_3 \), \( \tau \) and \( \eta_1 \) were found by minimising the sum of the squared differences between the squares of measured and calculated depths using the solver function in Microsoft Excel 2007. The values of these constants are given in Table 7.1. Figure 7.5 shows a comparison of experimental and predicted indentation creep curve for Accura 60 sample using equation 7.12 for EVP model-2. The predicted curve fits well to the experimental curve. Model-2 not only provides a good prediction of the instantaneous indentation depth, containing both elastic and plastic deformations, but viscous deformation is also predicted well by including a dashpot and a KV unit.

![Figure 7.5](image-url)

*Figure 7.5: Experimental (exp) and predicted (model-2) indentation creep curves for 4mm thick Accura 60 samples tested at 20mN load for 300 sec hold at 33.5% RH at 22.5°C.*
Although the prediction using model-2 is quite close to the experimental data, it is proposed that adding an extra KV unit could reduce the error margin further. Therefore, EVP model-3 is included in the study, as shown in Figure 7.6. This model consists of springs, S₁ and S₂, a dashpot D₁, two KV units and a friction element, F₁.

If the load is small, such that stresses beneath an indenter remain below the yield value, then plastic deformation, \(h_p\), is zero and elastic deformation is represented by spring S₁. However, in case of yielding we get \(h_p\), which is a combination of instantaneous plastic deformation and viscous deformation represented by spring S₂, and two KV units and dashpot D₁ respectively.

By including two KV bodies in equation 7.12, we get:

\[
h^2(t) = \frac{\pi}{4\tan\alpha} P \left[ \frac{1}{E_1} + \frac{1}{E_2} + \frac{1}{\eta_1} + \frac{1}{E_3(1 - e^{-\frac{t}{\tau_1}})} + \frac{1}{E_4(1 - e^{-\frac{t}{\tau_2}})} \right]
\] (7.13)

where \(\eta_2/E_3=\tau_1\) and \(\eta_3/E_4=\tau_2\) are the retardation times.

The constants in equation 7.13 were found by minimising the sum of the squared differences between the squares of measured and calculated depths using the solver.
function in Microsoft Excel 2007. The values of the parameters of model-3 are given in Table 7.1.

Figure 7.7 shows a comparison between the experimental and predicted indentation creep curve for Accura 60 using equation 7.13 for EVP model-3. It can be seen that the predicted curve fits closely to the experimental curve and the addition of the second KV unit has reduced the error in the primary creep region.

Figure 7.7: Experimental (exp) and predicted (model-3) indentation creep curves for 4mm thick Accura 60 samples tested at 20mN load for 300 sec hold at 33.5% RH at 22.5°C.
Table 7-1: Parameters of EVP models calculated from indentation creep data for 4mm thick Accura 60 samples tested at 20mN load for 300 sec at 33.5%RH and 22.5°C.

Since EVP model-3 corresponds well to the indentation behaviour shown by Accura 60 at 33.5 % RH, equation 7.13 was fitted to indentation creep data obtained using a 20mN holding load for 300 sec at 53.8 %, 75.3 % and 84.5 % RH after 8 hours of conditioning. Values of the fitting constants are given in Table 7.2. These values were obtained by minimising the sum of the squared differences between the squares of measured and calculated depths using the solver function in Microsoft Excel 2007.

Figure 7.8 shows a comparison of experimental and predicted indentation creep curves for Accura 60 using equation 7.13 for EVP model-3 at various RH environments. It can be seen that the predicted curves fit quite closely to the experimental curves. Comparison of Figures 7.7 and 7.8 shows that EVP model-3 predicts the experimental data excellently at low values of RH (33.5 % and 53.8 %) while a small deviation is observed at high RH (75.3 % and 84.5 %). The fitting parameters of EVP model-3 at various RH are given in Table 7.2.
Figure 7.8: Experimental and predicted (model-3) indentation creep curves for 4mm thick Accura 60 samples tested at 20mN load for 300 sec hold at various RH after 8 hours of conditioning at 22.5°C.

<table>
<thead>
<tr>
<th>RH</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>$E_3$</th>
<th>$E_4$</th>
<th>$\eta_1$</th>
<th>$\tau_1$</th>
<th>$\tau_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.5%</td>
<td>3796</td>
<td>2442</td>
<td>1967</td>
<td>1445</td>
<td>4.65e05</td>
<td>17.66</td>
<td>4.12</td>
</tr>
<tr>
<td>53.8%</td>
<td>3549</td>
<td>2317</td>
<td>1906</td>
<td>1395</td>
<td>3.02e03</td>
<td>14.25</td>
<td>3.31</td>
</tr>
<tr>
<td>75.3%</td>
<td>3237</td>
<td>2095</td>
<td>1779</td>
<td>1251</td>
<td>1.14e02</td>
<td>16.31</td>
<td>5.29</td>
</tr>
<tr>
<td>84.5%</td>
<td>3053</td>
<td>1916</td>
<td>1654</td>
<td>1225</td>
<td>3.36e01</td>
<td>18.04</td>
<td>4.66</td>
</tr>
</tbody>
</table>

Table 7-2: Parameters of EVP model-3 calculated from indentation creep data for 4mm thick Accura 60 samples tested at 20mN load for 300 sec after 8 hours of conditioning at various RH at 22.5°C.
Table 7.2 shows that the parameters of model-3 are dependent on RH. Values of $E_1$ and $E_2$ decrease with an increase in RH due to the absorption of more moisture at higher % RH. $E_3$ and $E_4$ represent the modulus of the KV viscoelastic units and their values are also dependent on the conditioning environment. Finally, $\eta_1$, represents the coefficient of viscoplasticity, which also decreases at higher RH environment. However, the retardation times $\tau_1$ and $\tau_2$ are not found to follow any particular trend with increase in RH.

It is interesting to try to correlate the elements of the VE-P model with the calculated modulus and hardness values and this is discussed in the next section.

### 7.4 Calculation of modulus and hardness from EVP model

The two most familiar material properties that are commonly calculated from DSI testing are elastic modulus and hardness (or mean pressure beneath indenter, $p_m$). This section provides details on calculating these values from EVP model parameters. $E_1$ of spring $S_1$ is called the plane strain modulus or reduced indentation modulus and is related to Young’s modulus, $E_{EVP}$, and Poisson’s ratio, $\nu$, of a specimen material by equation 7.14 (Oyen and Cook 2003; Fischer-Cripps 2004; Oyen and Ko 2007; Mencik et al. 2011).

$$E_1 = \frac{E_{EVP}}{1 - \nu^2}$$  \hspace{1cm} (7.14)

where subscript ‘EVP’ shows that this modulus has been calculated from EVP model parameters. Hence, Young’s modulus, $E_{EVP}$, of Accura 60 was calculated from equation 7.14 using values of $E_1$ of VEP model-3 and results after 8 hours conditioning at various RH are provided in Table 7.3. Values of Young’s modulus calculated using the OP method after providing 300 sec dwell to reach creep
equilibrium, \( E_c \), and those calculated using bulk compressive tests, \( E_c \), at various RH are also provided for the comparison purposes.

Comparison shows that values of \( E_{EVP} \) and \( E_c \) are quite close to each other with \( E_{EVP} \) value found slightly less than \( E_c \) at 33.5 % RH while values of \( E_{EVP} \) are found slightly higher than \( E_c \) at all other conditioning environments, however, the maximum % difference is only 2.93 % found at 33.5 % RH. Thus, the use of VE-P modelling parameters, calculated from DSI creep test data, have provided a close match to uniaxial compressive test results. Comparison of values of \( E_e \) with \( E_{EVP} \) shows that the values calculated using OP method are slightly higher with maximum % difference of 8.31 % found at 84.5 % RH environment. The table also shows that moisture absorption leads to a decrease in elastic modulus. It can be seen that the OP method can provide a good approximation for the elastic component of deformation for materials, such as for Accura 60, however, the use of appropriate models to characterise all forms of deformation is the best method when applied to time independent materials such as polymers and biomaterials.

<table>
<thead>
<tr>
<th>RH</th>
<th>Bulk compressive modulus</th>
<th>Modulus using EVP model</th>
<th>Modulus using OP method</th>
<th>% difference between ( E_{EVP} ) and ( E_c )</th>
<th>% difference between ( E_{EVP} ) and ( E_e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.5%</td>
<td>3429</td>
<td>3330</td>
<td>3489</td>
<td>2.93</td>
<td>4.66</td>
</tr>
<tr>
<td>53.8%</td>
<td>3105</td>
<td>3114</td>
<td>3279</td>
<td>0.29</td>
<td>5.16</td>
</tr>
<tr>
<td>75.3%</td>
<td>2823</td>
<td>2840</td>
<td>3041</td>
<td>0.60</td>
<td>6.83</td>
</tr>
<tr>
<td>84.5%</td>
<td>2651</td>
<td>2679</td>
<td>2911</td>
<td>1.05</td>
<td>8.31</td>
</tr>
</tbody>
</table>

Table 7-3: Comparison of values of modulus for Accura 60 calculated from different techniques after 8 hours conditioning at various RH.
The next step is to calculate values of hardness from the phenomenological model parameters. Two different hardness values can be calculated from the EVP model parameters. One is value of hardness, $H$, which is a measure of resistance to plastic deformation and is independent of elastic modulus and viscous deformation. The second value of hardness is contact hardness, $H_c$, which is equivalent to the hardness value calculated from the OP method and is dependent on the plane strain modulus, $E_1$, hardness, $H$, and viscosity, $\eta_1$ (Sakai 1999; Oyen and Cook 2003; Oyen 2006; Oyen and Ko 2007; Olesiak et al. 2010).

In order to calculate hardness, $H$, the following relation can be used (Oyen and Ko 2007):

$$H = \frac{P}{\bar{\alpha}h_p^2} \quad (7.15)$$

where $\bar{\alpha}$ is a constant that is dependent upon the geometry of indenter used and is taken as 24.5 for the Berkovich indenter while $h_p$ is the instantaneous plastic depth calculated from equation 7.13.

Similarly, contact hardness, $H_c$, can also be calculated from EVP model parameters for comparison with the contact hardness, $H_c$, calculated using the OP method. Oyen and Ko (2007) and Olesiak et al. (2010) used equation 7.16 to calculate $H_c$ for various polymers and bones by including viscous deformation in the relation originally developed by Sakai (1999).

$$H_c = \frac{1}{\alpha_1((\alpha_2E_1)^{-1/2} + (\alpha_1H)^{-1/2} + 2(t_R/3)(\alpha_1\eta_1)^{-1/2})} \quad (7.16)$$
where $t_R$ is experimental rise time, which is equal to $P_{\text{max}}/k$, $k$ is loading rate and $\alpha_1$, $\alpha_2$ and $\alpha_3$ are the geometry constants. $E_1$ is plane strain modulus, $H$ hardness and $\eta_1$ indentation viscosity. Values of $H$ and $H_c$ for Accura 60 were calculated from equations 7.15 and 7.16 using the EVP model-3 parameters. Values of $H$ and $H_c$ after 8 hours conditioning at various RH are shown in Table 7.4. Values of contact hardness calculated using the OP method, $H_e$, are also provided for comparison purposes.

<table>
<thead>
<tr>
<th>RH</th>
<th>Contact hardness by OP method</th>
<th>Hardness from EVP model</th>
<th>Contact hardness from EVP model</th>
<th>%Difference between $H_e$ and $H$ (%)</th>
<th>%Difference between $H_e$ and $H_c$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.5%</td>
<td>195</td>
<td>354.25</td>
<td>207.85</td>
<td>58.12</td>
<td>6.39</td>
</tr>
<tr>
<td>53.8%</td>
<td>190</td>
<td>335.51</td>
<td>196.16</td>
<td>55.54</td>
<td>3.19</td>
</tr>
<tr>
<td>75.3%</td>
<td>174</td>
<td>303.92</td>
<td>177.55</td>
<td>54.59</td>
<td>2.03</td>
</tr>
<tr>
<td>84.5%</td>
<td>159</td>
<td>277.84</td>
<td>163.21</td>
<td>54.51</td>
<td>2.61</td>
</tr>
</tbody>
</table>

Table 7-4 : Comparison of values of hardness for Accura 60 calculated from EVP model parameters with those calculated using OP method after 8 hours conditioning at various RH.

If we compare values of $H$, $H_c$ and $H_e$ in Table 7.4, we find that the values of $H_c$ and $H_e$ are quite close to each other while $H$ is significantly higher. The same trend can be seen for all the environments. This is expected as the additional viscous deformation involved in the calculation of contact hardness would increase the contact area and hence decrease the calculated contact hardness. Values of $H_c$ calculated using the EVP model parameters are slightly higher than those calculated from the OP method, however, the maximum % difference at 33.5 % RH is equal to
6.39 % and the difference tends to decrease with increase in RH. It can be seen from the table that an increase in moisture absorption resulted in a decrease in the values of $H$, $H_c$ and $H_e$, as would be expected. Similar trends were found for various polymers and bones when values of $H$, $H_c$ and $H_e$ were compared at ambient environment (Olesiak et al. 2010). Contact hardness is a widely used property reported in the literature and it is demonstrated that VEP model parameters can be used for its calculation. Additionally, the rate independent hardness, $H$, can also be calculated.

### 7.5 Summary

The response of viscoelastic-plastic materials under indentation load can be described using rheological models and analysis methods have been discussed in this chapter that can be used to determine time dependent material parameters for the SL resin, Accura 60. These parameters were obtained from DSI creep data at various RH using a 20 mN load and 300 sec dwell period. Three models were investigated and the model which provided the best fit to the experimental data was comprised of elastic, plastic and viscous elements.

An attempt was also made to correlate the parameters from the visco-elastic-plastic model with those calculated from the OP method and bulk tests. Comparison of values of modulus showed that values of $E_{EVP}$ were quite close to $E_c$ and varied slightly from $E_e$, especially with increase in RH. Similarly, comparison of values of hardness showed that values of $H_c$ and $H_e$ were also close, however, hardness, $H$, which is independent of elastic modulus and viscous components, was found to be significantly higher. Hence, it can be seen that there is some correlation between the properties obtained through fitting the experimental data to EVP model and those obtained from applying the OP method to data from experiments obtained after reducing time dependent effects. However, a more complete description of the material behaviour is obtained from the application of the EVP model.
Discussion

8.1 Introduction

This chapter presents a discussion of the experimental results and the numerical and analytical modelling carried out to investigate the effects of varying humidity on the indentation response of the stereolithography (SL) resin, Accura 60. Initially, the effects of moisture on the bulk mechanical properties and possible mechanisms to explain moisture diffusion in the resins are discussed. There follows a discussion on the time dependent indentation response at various humidities and the effects of humidity on the micron-scale mechanical properties of Accura 60. The use of the finite element (FE) method, using a diffusion-mechanical sequential coupled analysis technique, to predict load-depth plots and hardness at various humidities and depths is also discussed. Finally, the phenomenological modelling technique to characterise the viscoelastic-plastic (VE-P) material parameters and determine mechanical properties at different humidities is discussed.

8.2 Moisture diffusion in SL Resins and its effects

SL resins are highly hygroscopic and absorb varying amounts of moisture at different levels of RH. This moisture absorption can lead to a wide range of effects, both reversible and irreversible. In order to generate moisture uptake data for modelling moisture diffusion, gravimetric experiments were performed. Four RH environments; 33.5 %, 53.8 %, 75.3 % and 84.5 % were selected while temperature was maintained at 22.5 °C. Data from these experiments was analysed to identify the type of diffusion. The experimentally determined diffusion profiles gave a poor fit to a Fickian diffusion model and confirmed that the diffusion was non-Fickian. The poor
fit was due to the occurrence of a second phase of diffusion that was more prominent at higher % RH. There is a rapid initial moisture uptake observed during the first phase during which the increase in weight is proportional to the square root of the conditioning time. During this time water content quickly occupies the free volume in the polymeric resin. Once the free volume is occupied further absorption is slower as the rate of absorption is now dictated by the rate of relaxation of the polymer. Water may also become attached to polar groups in the polymer and becomes bound. Therefore, more free volume occurs that results in additional but slower, absorption. Once binding of water to the polymer network and hygroscopic expansion are completed and free volume space is fully occupied, then a true equilibrium is achieved. Thus we can say that the availability of free volume within the polymer dictates the first phase whereas polarity of the resin and the rate of hygroscopic expansion for additional water absorption in the second stage. In order to reduce free volume in polymers, crosslinking must be increased. Increasing the crosslinking can slow down or even stop moisture penetration in polymers. Similarly, epoxies with more polarity tend to absorb more moisture and hence reducing the polarity may slow down or even stop the absorption process during the second phase.

In order to model the two-stage, non-Fickian behaviour described above, various theoretical models such as the dual sorption model and diffusion-relaxation models could be used, however in this work the dual-Fickian model was selected due to the ease with which it can be implemented in the software for FE analysis. Two important modelling constants; equilibrium moisture uptake and diffusion constant were obtained from fitting the model to the experimental data. Results showed that equilibrium moisture uptake was strongly dependent on the relative humidity of the conditioning environment whilst the values of the diffusion constants were relatively insensitive to varying % RH. Higher equilibrium moisture uptake by the resin at higher RH may be expected as there is a higher concentration of moisture in the environment. Absorption of more moisture at higher RH confirms the hygroscopic nature of Accura 60.
In order to investigate the effects of varying humidity on bulk mechanical properties, mechanical testing was carried. Tests included tensile tests, compressive tests and creep tensile tests. Results from the compressive and tensile tests confirmed the hydrostatic stress sensitivity of yielding in the Accura 60. Results also showed that mechanical properties such as Young’s modulus and yield stress calculated from both uniaxial tests decreased with an increase in absorbed moisture contents, with significant effects seen at higher values of RH. Samples conditioned at higher RH also showed an increase in ductile behaviour. When moisture is absorbed by the resins, the absorbed content act both as a plasticiser and a reactant. The plasticisation effect contributes to a decrease in the glass transition temperature and reduction of the intermolecular forces in the polymers, which in turn reduces elastic modulus and mechanical strength. This reduction in the cohesive forces between the bonds of polymer chains also results in an increase in the elongation to break. Possible long term effects of moisture include chemical degradation due to hydrolysis or oxidation and chain scission which can lead to the leaching out of small molecules in an immersion environment. Plasticisation also decreases the resistance to the applied load and hence causes an increase in the creep strain. Therefore, creep strain also increased with increase in RH.

Results from bulk testing have confirmed that SL resins are highly hygroscopic, especially when stored/or tested at high values of RH and the mechanical properties of SL materials vary as a function of the RH. Hence, the effect of moisture in the environment needs to be taken into account when designing SL manufactured parts.

### 8.3 The Indentation response of the SL Resin at various Humidities

A challenge of using DSI on polymers is due to the fact that polymeric materials exhibit both time independent elastic-plastic (EP) and time dependent viscoelastic (VE) and viscoplastic (VP) deformations during indentation and, hence, the traditional analysis techniques such as Oliver and Pharr (OP) method, designed for
EP materials, leads to ambiguities in the interpretation of results. However, while acknowledging the limitations of the widely used OP method in the data analysis of time-dependent materials, we adopted this approach after reducing the time-dependent effects so that the analysis method remained simple and the focus was on the effects of absorbed moisture and ambient humidity on the results of DSI. Various testing parameters were tried at 20 mN maximum load and it was found that a 300 sec dwell period with 0.5 mN/sec loading and unloading rates provided conditions where the effects of creep were minimised and an equilibrium deformation was reached and the initial unloading curve was pseudo-elastic. This equilibrium point occurs when the back-stress resulting from the applied stress has become equal to the applied stress, making the overstress equal to zero, and hence creep has stopped and the polymer has an equilibrium deformation under the applied load. Hence, these testing parameters were used in all DSI experiments to investigate the effects of humidity and the OP method was used to analyse the data. This method, whilst not fully developed, characterising the material provides quantitative parameters that have some meaning. The calculated modulus, $E_e$, relate to the elastic component of the deformation whilst the calculated hardness, $H_e$, relates to the equilibrium mean pressure under the indenter following VE-P deformation.

In order to investigate the influence of RH on the indentation behaviour of the SL resin, the samples were conditioned using two methods. In the first method, samples were pre-conditioned at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH using saturated salt solutions. The preconditioned samples were tested at 33.5 % RH, using a humidity control unit (HCU) to control RH in the DSI system. In the second method, samples were conditioned and tested at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH by regulating humidity in the DSI system using the HCU. Temperature was kept constant at 22.5 °C for the conditioning and DSI testing. Results from both methods showed that values of modulus, $E_e$, and hardness, $H_e$, were relatively insensitive to conditioning time at 33.5 % RH, as would be expected. However, at high humidity, the values of $E_e$ and $H_e$ decreased significantly with conditioning time. This trend highlights an increase in near-surface moisture concentration with an increase in conditioning time, resulting in an increase in plasticisation of the polymer and, hence, decreases in
the mechanical properties. Comparison of results from both methods confirmed that penetration depth for a given time and RH was greater for the samples conditioned and tested in the same environment than for the preconditioned samples tested at the ambient humidity of 33.5 % RH. This variation in results can be expected because tests in method 1 were performed at a lower RH than the conditioning environment, resulting in desorption of some of the moisture from the sample surface during the period of the test. Even though the testing was conducted as quickly as possible after removal from the conditioning environment, the effect is quite significant, especially at high RH. This indicates that humidity should be controlled when DSI testing hydrophilic polymers if reliable and meaningful results are to be obtained.

To investigate any recovery in mechanical properties on drying; the samples conditioned at 84.5 % RH for five days in the DSI chamber were then conditioned at 33.5 % RH for ten days and retested periodically. Results showed a decrease in the maximum indentation depth and improvement in mechanical properties with increase in drying time. This recovery in mechanical properties indicates that at least some of the effects of moisture, such as plasticisation of the SL resin, are reversible.

The DSI test results at various RH confirm that SL resins are highly hygroscopic on micron scale and the absorbed moisture significantly affects the indentation behaviour of Accura 60. This research work has also highlighted the importance of using HCU to control RH within a DSI chamber during testing of moisture dependent materials. Regulating RH to different values by HCU has also showed its ability to control the range of moisture content that are useful for the DSI testing of polymeric and biomaterial samples. Hence, there is an argument to always using a HCU to control RH within the DSI chamber when testing of moisture dependent materials.
8.4 Modelling the indentation behaviour at various RH

In order to model the indentation behaviour of Accura 60, the commercially available FE code from MSC Software Corporation (Santa Ana, CA, USA) was used for the numerical analysis. Two dimensional (2D) axisymmetric FE analyses were performed using sharp conical indenter geometry. A continuous mesh was used to discretise the geometry, where smaller elements were used near the contact region and relatively larger elements used elsewhere. This approach helps to save computational time. However, it is a major challenge in contact analysis to obtain accuracy and solution convergence with the minimum number of elements. This problem can be solved by using an adaptive meshing technique that results in greater number of elements and nodes being generated near the contact region by automatically subdividing the elements within the time steps of the solution, leading to convergence and accuracy of the solution. In order to include time independent and time dependent deformations during indentation, a hydrostatic stress sensitive Mohr-Coulomb based elastic-plastic model was combined with a rate dependent power law creep model. Results from the FE modelling provided an excellent match with the experimental load-displacement curves, except during the last part of unloading. This difference can be attributed to the assumption of frictionless contact and the inability of the creep power law to model viscoelastic recovery during unloading. Apart from last stages of unloading, all the significant indentation parameters, such as the indentation depth under maximum load, creep in the dwell period and the initial unloading slope are predicted very accurately by the model. This indicates that the selected material model and FE procedure can be used to model indentation behaviour of SL resins accurately.

Sequentially coupled hygro-mechanical analyses were performed to model indentation behaviour at various RH. This technique involves, initially, a transient hygroscopic analysis to determine the nodal moisture concentrations which is then coupled with a contact mechanical model to solve for deformation and stresses under the influence of moisture. Transient moisture diffusion analyses can be carried out in the software by using the analogy between Fourier’s law of heat transfer and Fick’s
law of diffusion. FE modelling using coupled hygro-mechanical procedure accurately predicted experimental load-displacement curves at various conditioning times. Moisture absorption can lead to surface effects resulting in changes to the value of $H_e$ at various depths due to different moisture concentration. In order to find $H_e$ at various depths, it is proposed that once the slope at maximum load is known, then, assuming that this slope remains constant at all loads below that maximum load, $H_e$ can be computed at any point along the loading curve. This method involves calculating plastic contact depth from the single simulation results. Since, FE modelling provided a good approximation of $H_e$ at various depths, this methodology can be extended to find the spatial variation in mechanical properties and characterisation of moisture at various depths.

Since the proposed FE model and procedure provides a good approximation to the experimental results, it is suggested that the proposed FE model can be used in predicting the effects of the environment on the performance of in-service SL manufactured components. The FE model can also be used to perform inverse FEA and find the properties of various materials for which standard testing techniques cannot be used.

8.5 Phenomenological modelling of indentation data

The response of VE-P materials under indentation load can be described using rheological models. A three step experimental procedure was adopted that involved instantaneous loading, holding at 20 mN maximum load for 300 sec and finally unloading. Experiments were carried at 33.5 %, 53.8 %, 75.3 % and 84.5 % RH at 22.5 °C fixed temperature. Since, indentation using Berkovich indenter provides a combination of instantaneous elastic, plastic and time dependent viscous deformation, elastic-viscous-plastic (EVP) models were investigated. The values of fitting parameters were obtained by minimising the sum of the squared differences between the squares of measured and calculated depths using the solver function in Microsoft Excel 2007. As expected, the values of fitted model parameters $E_1$, $E_2$, $E_3$, $E_4$ and $\eta_1$ were dependent on RH and their values decreased with increased
humidity. This decrease in values of parameters can be attributed to plasticisation effects.

Relating these fitting parameters to various mechanical properties is an important step. Two time-independent properties; Young’s modulus, $E_{EVP}$, and resistance to permanent deformation, H, can be computed from the parameters for springs $S_1$ and $S_2$ in the VE-P model. Comparison shows that values of $E_{EVP}$ are quite close to the bulk compressive modulus, $E_c$. An analytical relation was used to calculate contact hardness, $H_c$, to compare its values with $H_e$ at various RH. This contact hardness, $H_c$, is dependent on values of strain modulus, $E_1$, hardness, H, and viscosity $\eta_1$. Comparison of values of hardness showed that values of $H_c$ and $H_e$ were quite close, however, hardness, H, which is independent of elastic modulus and viscous components, is totally different from contact hardness values. It can be seen, therefore, that there is a reasonably good correlation between material parameters determined from the VEP model, the OP method and bulk sample testing. Since, use of VEP model provides both time independent and time dependent parameters successfully under all humidities, therefore, it is argued to always use this analytical modelling technique for analysis of indentation data of time dependent materials.

8.6 Summary and Contribution to the Knowledge

Moisture diffusion in Accura 60 samples greatly influenced the mechanical properties. The indentation response of the resin was also affected, especially at high RH. DSI fitted with a HCU was capable of investigating a relationship between mechanical properties and moisture absorption. Experiments on samples after drying showed substantial, though not complete, recovery in the values of $E$ and $H$. This recovery confirmed the reversible nature of moisture plasticisation. Two approaches were used to analyse the indentation data. In the first approach, the OP method was used on indentation data after eliminating time dependent effects. This method was useful to make a comparison of the effect of absorbed moisture on the mechanical properties when tested at various humidities. In the second approach, phenomenological modelling was used to find a suitable VE-P model that could
characterise the material response to indentation and be used to calculate $E$ and $H$ values at various RH. FE modelling was carried out to investigate the indentation behaviour of Accura 60 numerically at various humidities. The selected material model described both EP and VE deformation well and the FE procedure used to carry out the diffusion-mechanical coupled analysis provided an excellent match to experimental load-depth curves. A method was also proposed to calculate values of $H$ at various depths under the influence of RH and this was verified by comparing the results with experimental values.

Following are the contribution to the knowledge from carrying out this research:

- Results obtained for SL resin, Accura 60, at different humidities can be used as a starting point to understand the behaviour of SL materials under the influence of moisture at a micron scale. This is useful because very limited research has been undertaken to date on SL materials at the micron scale, which is useful as SL material properties tend to vary across a component.

- There has been no previously published work where the effects of varying RH on indentation have investigated using a humidity control unit while testing. This research work has highlighted the importance of using HCU to control RH within DSI chamber during the testing of moisture dependent materials.

- This research presents a significant step in indentation modelling of SL resins at various RH by characterising moisture dependent material properties and presents a methodology to predict mechanical properties at various depths under different moisture conditions. The ability to predict moisture concentration under varying environmental conditions provides increased confidence in the use of SL resins in end-use applications. Therefore, the methodology of characterising and modelling the effect of moisture in the environment may be used during the design stage of polymeric components. Also, by changing the material diffusion properties, the moisture diffusion model may be used to predict moisture concentration of not only
SL resins, but also for other moisture sensitive other polymeric materials and biomaterials. Similarly, by changing the moisture dependent mechanical properties, coupled diffusion-stress analysis can be performed for other moisture sensitive materials to investigate the mechanical response at various humidities.

- Researchers are questioning the effectiveness of the popular Oliver and Pharr method for analysing indentation data of time dependent materials. This research work also demonstrates that the argument to use phenomenological modelling approach to characterise time dependent material parameters and not minimise them is a good choice as it provides a comprehensive picture where both time independent and time dependent properties can be extracted from one set of analysis. Additionally, it is demonstrated that an analytical modelling technique works equally well for polymeric resins at varying moisture environments. Hence, appropriate material models may be used to analyse indentation data from time dependent materials.
Conclusions and Future Work

9.1 Introduction

The aim and objectives of the research, as laid down in Section 1.2, have been successfully achieved by: (i) the experimental characterisation of moisture dependent material properties and (ii) the development of a methodology that is able to predict moisture diffusion and mechanical properties under variable environmental conditions. The conclusions of the research work and suggestions for future work are presented in this chapter.

9.2 Conclusions

The main conclusions of this research are as follows;

1. Stereolithography (SL) resins are highly hygroscopic, especially when stored/or tested at high values of relative humidity (RH). This absorbed moisture leads to a wide range of effects, both reversible and irreversible, and the mechanical properties of SL materials vary as a function of the RH. Therefore, the effect of moisture in the environment clearly needs to be taken into account when designing SL manufactured parts.

2. Moisture absorption in the Accura 60 resin is non-Fickian, and a dual Fickian model fits well to the experimental moisture uptake data. The saturated moisture content and the strength of the resin are dependent on RH. Neglecting the dependence of saturated moisture content on RH may result in over or under prediction of moisture dependent effects in the polymeric resin.

3. The advantages of depth sensing indentation (DSI) over other testing techniques are the small amount of material required and that the variation of
properties across the depth can be investigated.

4. The DSI technique can be used to investigate environmental effects on polymers such as varying relative humidity environments. A DSI system fitted with a humidity control unit (HCU) is capable of investigating the relationship of mechanical properties as a function of RH. Comparison of the results with the pre-conditioned samples tested at ambient conditions showed that drying of the samples whilst testing can affect the results. Hence, there is an argument to always using a HCU to control RH within the DSI chamber during the testing of moisture dependent materials.

5. Experiments on samples after drying showed substantial, though not complete, recovery in the values of indentation modulus, $E_i$, and indentation hardness, $H_i$. This recovery occurs mainly due to the reversible effects such as plasticisation in SL resins.

6. The load-depth response from the DSI of polymers under varying % RH can be predicted with good accuracy by employing coupled stress-diffusion finite element analysis (FEA) with appropriate time dependent material and diffusion models.

7. It is demonstrated that values of indentation hardness, $H_i$, can be accurately predicted under various environments and depths using the proposed FEA model. This method involves calculating plastic contact depth at various loads from the single simulation results.

8. Analysis of the results from the DSI testing of polymers is challenging because of their complex structure and time dependent deformation. Their deformation mechanisms are totally different from metals and ceramics. Two approaches can usually be employed in the characterization of polymers by DSI. The first is to select test parameters to minimize viscoelastic (VE) and viscoplastic (VP) effects in order to use the OP (Oliver and Pharr) method. However, this is appropriate only in cases when polymers show only weakly time dependent
behaviour. The second approach is to use DSI results to determine the parameters for a time dependent material model.

9. A phenomenological modelling approach, consisting of rheological models using components such as springs, dashpots and friction element, can be used to characterise the VE-P indentation behaviour of polymers. Two independent mechanical properties; hardness, H, and Young’s modulus, $E_{VP}$, can be calculated while time dependent properties can also be calculated. Hence, VE-P modelling analysis methods must be preferred over widely used DSI data analysis techniques, developed for elastic-plastic materials, when used for polymers and biomaterials.

10. The selection of indenters is also important for material characterisation e.g. sharp indenters can provide a viscoelastic-plastic (VE-P) response while blunt indenter can be used for investigating a VE response or the smooth transformation from VE to plastic deformation.

9.3 Future Work

The proposed variable moisture and strength prediction methodology may be expanded by including the effects of temperature on moisture diffusion in epoxy resins. This would strengthen the currently developed methodology in predicting diffusion and its effects on mechanical properties in polymeric materials under different environmental conditions by including two of the most important environmental degradation factors; temperature and humidity, together.

The FE work may be developed to investigate the effects of pile up, friction, adhesion and surface roughness in the model. Also, 3D modelling of indentation can be performed to compare the conical and Berkovich indenter results in various environments. Further possibilities may be explored to extract material parameters during recovery in the unloading stage.
The FE model can be used with an inverse technique to extract the mechanical properties from the DSI data for complex material models for which standard mechanical test analysis cannot be performed. Additionally, by using built in parametric analysis feature available in most FEA codes or linking the FE model to some other script written in software like MATLAB, material properties can be optimised automatically.

The FE model may also be applied to predict the behaviour of in-service SL components at different environments. This would be beneficial during design stages and provide more confidence in the use of SL manufactured components as end-use products. Due to the ability of the FE method to deal with complex geometries, most types of the epoxy resin configurations may be used with the proposed methodology. Also, by changing the material diffusion properties, the moisture diffusion model may be used to predict moisture concentration of not only SL resins, but also for other moisture sensitive polymeric materials and biomaterials.

DSI testing may be performed to investigate spatial variation in the properties of materials and how these variations are affected by the moisture absorption and to characterise moisture distribution at various locations inside the resin.

In order to extract elastic, viscous and plastic properties effectively, indentation may be carried out using spherical indenters of different radii. Further work may include the extraction of stress-strain curves and developing some relation to find yielding in polymers at various environments from the spherical indentation test data.

Both empirical and correspondence principle approaches to modelling time dependent indentation may be further explored and used on indentation data taken from various types of indenters at different humidities. This would help to formulate a reliable data analysis technique for a range of time dependent materials including both polymers and biomaterials.
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Figure-1: Moisture dependent tensile stress-strain curves for Accura 60 samples after 720 hours conditioning at 33.5 % RH.
Figure-2: Moisture dependent tensile stress-strain curves for Accura 60 samples after 720 hours conditioning at 53.8 % RH.
Figure-3: Moisture dependent tensile stress-strain curves for Accura 60 samples after 720 hours conditioning at 75.3 % RH.
Figure 4: Moisture dependent tensile stress-strain curves for Accura 60 samples after 720 hours conditioning at 84.5% RH.
Figure-1: Load-depth plots of samples preconditioned at 33.5 % RH for 24 hours and tested at 33.5 % RH.
Figure-2: Load-depth plots of samples preconditioned at 53.8 % RH for 24 hours and tested at 33.5 % RH.
Figure-3: Load-depth plots of samples preconditioned at 75.3 % RH for 24 hours and tested at 33.5 % RH.
Figure 4: Load-depth plots of samples preconditioned at 84.5 % RH for 24 hours and tested at 33.5 % RH.